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Abstract 

The thermally induced nonlinear vibration of single-walled carbon nanotubes 

(SWNT) was investigated, focusing on the peak broadening and/or multiple peaks of the 

frequency spectra. From Poincaré maps of SWNT tip trajectories, we observed two 

distinguishable patterns of vibration: planar and non-planar (whirling) motion which 

appeared repeatedly. The alternation of the pattern is sometimes accompanied by a change of 

rotational direction. Proposed approximate solutions of non-linear beam equations can 

reproduce well the alternation of the patterns for both cantilevered and suspended SWNTs. 

By using this analytical approach, we have found that multiple peaks of experimentally 

observed frequency spectra are due to the repeated and sudden alternations of 2 modes, 

induced by non-linear effects. 



1. Introduction 

Mechanical resonators used for mass and force sensors or quantum optomechanical 

system have drastically improved their quality factors (Q factors), by using nanoscale 

materials [1-4], because of the ultra-low-mass and highly elastic features. Carbon nanotube 

field effect transistors (FET) are the most studied configuration of mechanical resonators [1-2, 

4-8]. In order to address the upper-bound of the Q-factor, the physical mechanism of peak 

broadening and multiple peaks in frequency spectra have been discussed based on several 

cryostat temperature measurements [1,2,5] and phonon collision theories [9]. The range of 

the Q factor and the experimental condition which decides the Q factor, will become 

increasingly important in order to expand the boundaries of applications using nano scale 

resonators at room temperature.    

In many experiments, the framework of continuum mechanics [10-12] has been employed 

for elastic modulus and Q factor from the bending motion of SWNT [13-17]. Recent 

state-of-the-art experimental reports are employing suspended single-walled carbon 

nanotubes (SWNT) such as mixers [6,18] and sensors [1-2,19-22], including pioneering 

research on the motion of wave guides [23] and quantum theory on macroscopic motion of a 

SWNT [24], which are related to the low frequency transverse mode.  

While the remarkable properties of carbon nanotubes (CNT) have been applied in 

experiments, the theory to describe its continuum like behavior (i.e. bending) has also been 

improved from the well-known Cauchy-Born rule to describe the relation between continuum 

mechanics and solid state physics systems [25-27]. The characteristics of dynamics such as 

frequency response of transverse mode, are also shown to have a good agreement with 

continuum bar theories for SWNT and statistical mechanics using MD simulations [28, 29].  

One further step would be to reconcile the remaining discrepancies such as the limits of 

continuum bar models, where the peak broadening process is based on the dissipation of 



vibration energy until the kinetic energy reaches to zero, unlike molecular systems which 

retain thermally induced vibration after dissipation. Recent experiment and theories on the 

response of SWNT [6,30,31] or graphene [32] with forced excitation, have suggested the 

existence of nonlinear damping, which emerges with multiple peaks in the frequency domain. 

In this case, it is difficult to apply the conventional Lorentzian fitting for Q factor.  

The multiple peaks in the frequency response indicate that the signal from the 

displacement of SWNT’s motion has beating signals. This means that the macroscopic 

motion from the transverse mode should result in irregular amplitude in the time domain. 

Nonlinearity of macroscopic motion like “jumping rope” or “whirling motion” [33, 34] can 

be one possible way to produce a beating signal like the motion reported in nonlinear 

vibration of a continuum rod from mode coupling experiment [35]. Considering the similarity 

between a molecular system and continuum bar theories, nonlinear mode coupling analysis 

can be a reasonable approach to try.    

To explore the limit of continuum frameworks for frequency response for the first 

transverse mode in a tubular system, especially for its multiple resonance peaks in FET 

systems, the free thermal vibration of various SWNTs without any external forces is 

calculated using MD simulation so that we can exclude the effect of the dissipative coupling 

[36]. Several SWNTs are calculated with different temperatures. Most of them show 

nonlinear behavior periodically. This provides an interesting point of view for multiple 

resonance peaks in experimental results.  

  

 

2. Simulations and analytical technique 

2-1 Molecular dynamics simulations 

Armchair and zigzag SWNTs are observed during free thermal vibration. (5,5), (10,10), 



(10,0), (20,0) and (20,20) SWNTs are prepared with various length of 5 nm ~ 25 nm. We 

employed the adaptive intermolecular reactive bond order (AIREBO) potential function [37] 

to describe the carbon-carbon interaction using the LAMMPS package [38] including the 

torsion. Simulations are performed over 20 ns time span at 50, 100 and 300 K. The 

integration time step size is 0.5 fs. A Langevin thermostat [39] is used with a damping 

coefficient of 0.01 ps. The calculation with a Nose-Hoover thermostat [40] did not alter the 

result significantly. After energy-minimization, a thermostat is employed for 1 ns and there is 

another 1 ns simulation under an NVE ensemble condition before data collection. To realize 

the fixed boundary condition, the Lennard-Jones (12-6) potential was used for each carbon 

atom at the end of SWNT [41,42]. The coefficients of this potential, ߳ and ߪ, are 20 eV 

and 0.8909 Հ, respectively. Three more different boundary coefficients are examined for the 

effect of the rigidity on the motion. A schematic figure of the simulation system used in this 

work is depicted in Fig. 1 and an image of the artificial boundary condition is shown in Fig. 2. 

The specific conditions for simulation models with various aspect ratios are in Table 1 and 

other conditions are in Table S2~S6 of Supporting Material B [43].  

Table 1.  Simulation conditions with various aspect ratios.  

 R 
(nm) 

Num. of  
Atoms 

L (nm) Temp. 
(K) 

(5,5) 0.34 

400 4.28 

50/100/300 

480 5.58 

560 6.56 

660 7.6 

820 9.8 

1620 19.8 

(10,10) 
 

0.667 
1320 7.6 
4000 25.3 

(20,20) 1.36 8000 25.3 
 

 



2-2 Approximate analytical solution 

The jumping rope motion as shown in Fig 1(b) has been suggested as the reason of 

multiple peaks in the frequency domain by inducing the degeneration mode between two 

orthogonal axes [33, 34] in suspended FET systems. Forced excitation was considered but the 

parameter match for SWNT with dissipation coupling has shown some limits [34]. Therefore, 

starting from analytical solution for free vibration (free thermal vibration) can be a good 

initial step towards unknown dissipation mechanism.  

 

 

 

Fig. 1. Visualization of motion from MD simulation. The averaged coordinate of each carbon ring 

perpendicular to tube axis is amplified 5 times to clearly visualize the motion: (a) schematic figure of 

system, (b) non planar motion, (c) planar motion. 

 

 

 
Fig. 2 Fixed boundary using LJ potential spring. Each atom has 3 springs along cartesian axis and 

the force is calculated using LJ potential function with the coefficients are in Table S2 in Supporting 

Material B.  



 

The equation of the motion of bending using the strain energy to couple the bending 

motion in two orthogonal axes for free vibration is derived by Ho [44]:  
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where, u , v  are non-dimensionalized displacements along x, y axis and s  is the length 

along the tube axis. All of them are non-dimensionalized by L , the total length of the tube. 

  is the non-dimensionalized time which is equal to the time t multiplied with 
1 E

L 
. E  

is Young’s modulus and   is the aerial density of the tube; here, we use the density of 

graphene.	   is 2 2
0 /AL I   and 0 is the thermal expansion coefficient. I  represents the 

momentum of inertia. 

An analytical solution to this nonlinear bending equation has been described only for a 

suspended bar structure [44]. Here, the displacements along x and y axis for cantilevered 

boundary case are assumed to be ( ) sin( / 2)u s    and ( ) sin( / 2)v s    instead of 

( ) sin( )u s    and v ( )sin( s) as for the suspended condition. It is supposed that the 

displacement caused by the 1st transverse mode is very large so that the higher frequency 

modes terms are ignored. Because of the higher order terms in governing equations, the 

amplitude of tip excursion,  ( )  and ( )  are supposed as the combination of two 

time-varying variables as ( ) ( ) cos( ( ))a        and ( ) ( ) sin( ( ))b       . 

Solving the analytical solution of Eq. (1)~(2) for the cantilevered condition is a matter of 

changing the physical interpretation of the pre-strain ߳ to the thermal expansion coefficient, 

which is the constant from the integration.  



Substituting these definitions into the governing equation, the approximate solutions are 

derived to be the same as derived by Ho [44]:   
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0
 2 / 4 and A  is cross-sectional area. q  is a constant 2 / 64  for this case and 

 2 / 4  for suspended case. The differences in the analytical solutions for cantilevered and 

suspended SWNT’s are the value of q  and the natural frequency which should be the 

non-dimensional constant   defined as  2 / 4 I / AL2 for cantilevered and 2 2/I AL  

for suspended SWNTs. Here, we use 0.0706 nm as the thickness of each SWNT in order to 

decide I  consistent with continuum tube model [16]. Excluding parameters from the initial 

condition which show negligible influence, there are 3 essential unknowns left;  , 0C  and 

1c . The initial condition parameters from integration are simply ignored after their influence 

to the results manually. 1c  is the maximum amplitude of 1 st transverse mode measured 

from the origin. 0C  is the parameter for adjusting the interaction rate between the 

displacement along x and y axis.    

 

 

3. Nonlinear behaviour of SWNT  



The motion of bending in cantilevered and suspended SWNT is observed using a 

Poincaré map and the angular velocity profile. The poincaré map presents the trajectory of 

the tip location of SWNT during certain time span, and the angular velocity is attained from 

the azimuth angle of tip location from the origin. The schematic figure of measuring the 

azimuth angle of the tip is shown in Fig 3. 

More precisely, the difference of the angle with 5 fs time span is measured and divided with 

this sampling time to calculate angular velocity of the tip. The positive value of angular velocity 

means that the tip is drawing the trajectory in clock-wise or vice versa.  

 

Fig. 3 Schematic figure to measure the rotation exchange. 

 

3-1.Planar and non-planar motion from Poincaré map   

The poincaré map directly shows the shape of motion; planar or non-planar. Planar 

motion is typical harmonic bending motion in a plane. Non-planar motion means the tube is 

whirling like a jumping rope. Fig. 1 (b) and (c) show the planar and non-planar motion 

caused by free thermal vibration in MD simulation. The motion repeatedly switches its 

trajectory shape between planar and non-planar motion as shown the movie in Supporting 

Material A [43]. The exchange between the two different types of motion means that the free 

thermal vibration has highly nonlinear characteristics. The typical exchange is well presented 

in Fig. 4 (1)~(6). Similar trend is equally observed in the suspended cases.  



For the trajectory of the tip, the displacement of a half of unit cell is averaged. In case of 

cantilevered, a ring under a unit cell at the unfixed end of tube is chosen and a cell at the 

center of tube is picked for suspended SWNT. The sampling frequency is 5 fs for both 

conditions. Since the observation is focused on the motion caused by the 1st transverse 

vibration mode in SWNT, the averaged displacement data is processed with filtering to 

eliminate the influence of the higher order modes shown in Fig. 4 (a)~(f). The square window 

is used and the cut off frequency employed is 50 GHz, which is higher than the resonance 

frequency about 44 GHz. The shape of motion gradually changes from planar to non-planar. 

A rapid change of the rotation direction is observed during the non-planar motion, which can 

be recognized with the angular velocity profile in Fig. 5 and Fig. 6.   

Using the analytical solutions, we tried to reproduce the smoothed MD result. The 3 

unknown parameters in Sec 2 are determined as explained in Sec 3-3. According to Eq. 

(3)~(6), planar and non-planar motion with rotational direction inversion should appear 

repeatedly. How often this inversion occurs is dependent on the amplitude of the motion, 1c  

with the adjustment parameter, 0C . The Poincaré map from the fitted results in Fig. 4 (i) 

~(vi) as well as the Movie in Supporting Material A [43] display striking agreement between 

the results from MD simulation and the analytical solution. In case of zigzag SWNT, the 

same trend appears but its result is not included in the fitting process in this paper.     

 

3-2. Inversion of rotional direction from angular velocity profile 

The angular velocity of the tip gives the information regarding to the reverse of rotational 

direction and the exchange between planar and non planar motion, simultaneously. The 

rotation of the tip typically records high angular velocity, e.g. 6 rad/ps during the planar 

motion as shown in Fig. 5, because of its trajectory shape near the origin. The planar motion 

in MD simulation in Fig. 4 (b) and analytic solution as Fig. 4 (ii) are not perfectly in a line so 



that the trajectory draws very narrow eclipse. Besides, in case of MD, the direction of rotation 

can be easily flipped to the opposite direction during planar motion so the sign of angular 

velocity results in noisy profile as shown in 5~8 ns range in Fig. 5 (c). These may occur due 

to the instability of the motion against mode interaction with higher modes, which has small 

wave length. This kind of noise is ignored in Fig 6 (a) during the comparison with the 

analytical solution. In case of non planar motion, the angular velocity remains as constant as 

shown in Fig. 5 (a). It is observed that the rotational direction of non-planar motion is 

occasionally inversed from clockwise to counter clockwise and vice versa. This condition is 

separately named as ‘transient’ mode. This can be confirmed using the angular velocity 

profile in Fig. 5 (b) and (c), most of the simulation models show more rotation inversion at 

higher temperature.  

The arrows in Fig. 6 correspond to each Poincaré maps in Fig. 4. The sequence of the 

motion exchange of planar and non-planar is well reproduced by the analytical approach. We 

confirmed that the similar agreement in all other SWNTs with different aspect ratio including 

suspended case. Zig-zag and chiral tubes are also examined and showed same nonlinearity 

but the fitting result are not included in this paper.   

 

3-3 Parameter fitting process   

Each unknown parameter in Eq. (3)~(6) is fitted with the following methods. 

The Gibbs-Boltzmann distribution for elastic wave modes, 
2 /(2 )1 BKU k TZ e  is adapted [28] 

where the ensemble average, U 2  c1
2L2  kBT / K . 33 /K EI L  is a spring constant and 

U  is the maximum displacement of the 1st transverse vibration according to the 

Gibbs-Boltzmann distribution. Young’s modulus, E  to calculate spring constant is from the 

empirical formulation [46] for initial guess and gives reasonable range of 1c . This 

approximation is not as precise for short SWNTs, which is not in the Euler beam range. The 



value for each simulation model is presented in Supporting Material B [43].  

 

 

 

 

 

Fig. 4. Poincaré map of (5,5) SWNT with 7.6 nm length at 300 K from MD (1~8), low pass 

filtered result (a~h) and analytical solution (i~viii); (1) 2.5 ~ 3 ns, (2) 6.5 ~ 7 ns, (3) 10 ~ 10.5 ns, (4) 

15 ~ 15.5 ns, (5) 19 ~ 19.5 ns, (6) 22.5 ~ 23 ns in MD; (a) 2.5 ~ 3 ns, (b) 6.5 ~ 7 ns, (c) 10 ~ 10.5 ns, 

(d) 15 ~ 15.5 ns, (f) 22.5 ~ 23 ns in low-pass filtered; (i) 2.5 ~ 3 ns , (ii) 6.5 ~ 7 ns, (iii) 10 ~ 10.5 ns, 

(iv) 15 ~ 15.5 ns, (v) 19 ~ 19.5 ns, (vi) 22.5 ~ 23 ns in alaytical solution. 

 

 

Fig. 5. Angle velocity plots by MD for (5,5) SWNT 7.6 nm; (a) 50 K, (b) 100 K, (c) 300 K. 

 

 



 

 

Fig. 6. Comparison of motion type exchange in Poincaré map, N.P. and P. indicate non-planar and 

planar. Tr. is transient period to inverse the rotational direction; (a) MD simulation and (b) analytical 

solution, The motion at (i)~(vi) is compared in Fig. 4. 

 

0C  can be considered after c
1
 is determined. The constant 0C  is the parameter for 

adjusting the rate of exchange of planar and non-planar motion and the inversion of rotational 

direction. The changing ratio is decided from 
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 for the exchange of 

motion type and the inversion of rotational direction respectively, according to Eq. (3)~(6). 

The value of 0C  for each simulation is decided by matching the Poincaré map and angular 

velocity profile of analytic solution to that of MD simulation result. Because the time variable, 

 , in the analytic solution is non-dimensionalized by
1 E

L 
, the number of cycle of 1st mode 

motion is counted from MD data so that the exchange of motion type and rotation inversion 



of analytic solution can be occurred during the same number of cycles. The Young’s modulus 

in 
1 E

L 
 is decided by later matching the peak location in the frequency domain, once 

more but there was no significant difference.  

The thermal expansion coefficient  , which is Gruneissen parameter [48] multiplied 

with 2 / 4 , plays a role in the frequency shift. Its influence on whirling motion, however, is 

negligible and the location of peaks adjusts mainly with time constant from Young’s modulus 

so that The simple thermal expansion averaged from tube axial distribution is used. The 

variation of the Young’s modulus, however, is very narrow so it is maintained as a constant 

in most of cases. The value of each parameter is in Table 2 and Supporting Material B [43]. 

 

 

4. Physical meaning of nonlinear motion 

4-1. Comparison in frequency domain  

Fitted results of the analytical solution for (5,5) 7.6 length are compared with MD 

simulation in frequency domain in Fig. 7. The peak shapes in frequency domain correspond 

well with the fitted analytic solution. The displacement of the tip at high temperature has 

more frequent exchanges of the type of motion and rotational direction, so that the signal has 

more beating, which induces the separation of peak clearer instead the peak width becoming 

larger.  

Another interesting point is that the frequency shift by temperature is well described by 

the analytical solution. Such frequency shift dependence on temperature is well reported in 

another MD simulation paper [31]. Eq. (5) ~ Eq. (6) make such trend by the phase dependent 

on amplitude. Higher temperature cases have a somewhat different trend. This is discussed in 

Section 4-5. The slight difference in the value of Young’s modulus for each temperature 



condition is applied to locate the peak at the same frequency with MD results, but this 

amount of difference is not the origin of the trend itself and the value is not differed a lot 

compared to the initial guess from empirical formulation. The fitting results for other SWNTs 

are included in Supporting Material C [43]. 

 

 

Table 2.  Simulation results for various aspect ratio.  

 Num. of 
Atom 

	ܮ/ଶݎ  
(nm) 

Temp.
(K) 

 ሺTPaሻ	 ܿଵ Γ Eܥ

(5,5) 
 

400 0.23 

50 0.10 0.004 3.75x10-5 1.81 

100 0.16 0.006 5.72x10-5 1.83 

300 0.10 0.010 4.52x10-4 1.99 

480 0.20 

50 0.08 0.004 1.08x10-4 2.03 

100 0.10 0.006 1.41x10-4 2.05 

300 0.06 0.010 3.94x10-4 2.20 

560 0.17 

50 0.05 0.005 7.65x10-5 2.06 

100 0.05 0.006 1.21x10-4 2.10 

300 0.05 0.011 5.07x10-5 2.44 

660 0.15 

50 0.04 0.005 1.17x10-5 2.00 

100 0.04 0.007 8.30x10-5 2.00 

300 0.05 0.012 5.71x10-4 2.60 

820 0.11 

50 0.02 0.006 1.30x10-5 2.26 

100 0.02   0.008 5.17x10-6 2.40 

300 0.03 0.014 5.72x10-4 3.63 

(10,1
0) 
 

1320 0.60 

50 0.40 0.002 -1.44x10-4 1.48 

100 0.40 0.002 -1.27x10-4 1.51 

300 0.40 0.004 1.61x10-4 1.57 

4000 0.19 

50 0.07 0.003 -5.16x10-5 1.93 

100 0.06 0.004 -2.14x10-4 2.05 

300 0.06 0.008 5.02x10-5 2.09 

(20,2
0) 

8000 0.78 

50 0.65 0.001 -5.14x10-5 1.50 

100 0.65 0.001 -3.70x10-5 1.54 

300 0.65 0.003 1.35x10-4 1.63 

 

 

4-2. Empirical formula  

Interestingly, the value of 0C  shows a linear tendency in log-log scale following a kind 



of aspect ratio. The trend approximately follows a r2 / r
0
L  trend. r

0  is its bond length, 

which is included for non-dimensionalization. Regardless of the temperature difference, the 

value of 0C  follows the empirical formulation 
1.72

0
0

0.25
r

C
r L

 
  

 
 in Fig. 8. The suspended 

case also shows similar tendency, but 0C  is a little larger than in the cantilevered cases, 

1.72

0
0

r
C

r L

 
  
 

. This formulation is applied to the comparison with the experimental case as 

shown in Fig. 9. 

 

4-3 Boundary condition 

The boundary rigidity condition, such as slacking, has been reported as the reason of 

frequency shift of the multiple resonances in suspended FET system [33,45]. For this reason, 

the rigidity controlled by LJ potential function is also examined to check the role of boundary 

condition to the multiple resonances in case of free thermal vibrations. The perfectly rigid 

condition, denoted as “rigid”, is also calculated. All simulation conditions with LJ potentials 

constants for different rigidity are shown in Table S2. 

The amplitude of each condition does not show any significant difference for each case, 

but only the value of 0C  differs over 2 times between the soft boundary and the rigid 

boundary case. The result is shown in the Table S5 of Supporting Material A [43]. The 

dependency of multiple resonances on the rigidity of boundary condition corresponds well 

with the results obtained with slacking [33] and further physical meaning is discussed in Sec 

4-5.   

 

 

 



 

 

 

           

 

 Fig. 7. Frequency response of 1st transverse mode of analytic solution and MD result along x 

and y axis, black line is 50 K, green line is 100 K and red line is 300 K of (5,5) 7.6 nm case: 

(a) MD simulation along x axis, (b) Analytical solution along x axis, (c) MD simulation along 

y axis, (c) Analytical solution along y axis. 

  



 

 

 

Fig. 8. C0 plot of the results from 50 K (square), 100 K (cross) and 300 K (hollow circle) 

for cantilevered and suspended case with fitted result.  

 

 

Fig. 9. C0 fitting for comparison with experimental results for Eichler et al. [10](cross) and 

Sazonova et al. [18] (circle) and triangle is MD result with suspended SWNT. 

 

 

4-4. Frequency response with discretized peaks  

The last term in Eq. (5) and Eq. (6) has a square wave shape, which is rougly the 



superposition of harmonics of its frequency components as below:  
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From this rough expression, one can easily assumed that the result of ̂( f ) will have 

discrete frequency component for each harmonic frequency  *  n f
1 , where n is the 

harmonic number at Eq. (7) and  * is for the rest of the terms in Eq. (5) or Eq. (6). 

f
1


qC
0
c

1
2

4
 is about 0.01 GHz for (5,5) 7.6 nm length at 300 K. 

 

4-5. Clamping instability  

Recently, the slacking at the boundary of suspended SWNT FET system is reported as the 

reason for resonance frequency shift dependent on temperature [31, 44]. Interestingly, such 

resonance frequency condition is also observed with cantilevered SWNT as shown in Fig. 10. 



The (5,5) SWNT with 7.6 nm and 23.5 nm length is calculated with temperature from 50 K to 

800 K. The resonance frequency is slightly increased until 300 K and experiences a rapid 

drop after 300 K. This temperature dependence is very similar to the results presented by 

Aykol et al. [44] from a suspended SWNT FET system. Alternation of rigidity conditions 

using the LJ potential function did not reveal any significant change in properties such as this 

temperature dependence.  

The slight increase until 300 K is well described by the analytical solution, however, the 

later elasticity softening at temperatures higher than 300 K is not explainable with the same 

theory. Unlike the suspended fixation, however, resonance frequency shift of the cantilevered 

SWNT system can not be from the boundary rigidity nor thermal expansion. We suspect that 

the elastic modulus change from anharmonic force constants of the C-C bond may contribute 

to the shift with the larger amplitude of free thermal motion as the temperature increases. 

 

Fig. 10. Resonance frequency change for each temperature in MD simulation; (a) 

Cantilevered SWNT (5,5) 7.6 nm, (b) Cantilevered SWNT (5,5) 23.5 nm. 

 

 

5. Frequency response in experiments 

5-1. Frequency response of FET system 

The approximate analytical solution and its parameters are applied to the experimental 

results for suspended FET systems using extrapolation as shown in Fig. 9. The signal from 



those experiments is measured during the time when the tube is under the forced excitation in 

the resonance frequency range. Although the analytical solution in Eq. (3)~(6) is for free 

vibration, the comparison of frequency responses from experimental result is important to 

recognize the frequency response change by dissipative coupling. The difference of free 

vibration and forced excitation will give some clue of damping process of molecular systems. 

The thermal expansion is simply ignored and ܿଵ is adapted from the Gibbs-Boltzamnn 

distribution. The Young’s modulus starts from the empirical formulation [46] and is adjusted 

to make the peak locations matched with experimental result. Lastly, the value of 0C  is 

decided with the empirical formulation, 
1.72

0
0

r
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.  

 

a) 50 mK  

The amplitude, 1c  from Gibbs-Boltzmann distribution at Fig. 11 (a) makes very narrow 

distance between peaks, so the similar frequency response to the experiment could be 

achieved with the amplitude at 1 K [6]. In Fig. 11 (b), the location of peaks is consistent with 

experimental data measured at 50 mK by Eichler et al. The experiment has external excitation 

so larger amplitude than its free thermal vibration is very natural.  

If the motion is smaller than 50 mK, such as under 30 mK, [5] observing the peak 

separation becomes progressively more difficult due to its very low beating frequency which 

is proportional to the square of the amplitude. It is also possible that the only allowed planar 

motion could be near the ground state, in which case measuring beating signal is 

meaningless.  

 

 



  

Fig. 11. Comparison of frequency response from the result of Eichler et al. [6] (black line, 

upper) and from analytic solution (red line, lower): The suspended CNT with L=2 m and 

diameter = 1.5 nm with thickness 0.0706 nm. Fitting parameters are in Table 3.4. * mark 

represents the peak from noise; (a) with the amplitude from free thermal motion at 50 mK, 

(b) with the amplitude at 1 K. 

 

 

 

 

Fig. 12. Comparison of frequency response from the experiment done by Sazanova et al. [18] 

(black) and that from analytic solution (red): The suspended CNT with L=1.75 m and 

diameter = 1 nm. Parameter for analytic solution is in Table 3.4. 

 



b) Room temperature 

We also checked another frequency response at 300 K with other experimental conditions. 

The location of peaks and numbers are in very close agreement as shown in Fig. 12 [18]. The 

very discrete peak distribution is comes directly from the phase function, which has a square 

wave shape in Eq. (5)~ (6). More precise explanation is in Section 4-4. 

 

The frequency response from free vibration, having the same peaks as under forced 

conditions means that the damping process is not the main cause of peak separation, but the 

frequency response has to have multiple peaks because the vibration energy of suspended 

SWNT producing a beating signal from mode coupling due to its two degrees of freedom. 

The Fig. 11 and Fig. 12, therefore, indicate the possible existence of the periodic order of 

planar and non-planar motion with sudden change of phase in experiments and provide a 

reasonable explanation of multiple resonances as a part of natural resonance not directly from 

the nonlinear damping. The nonlinearity of free vibration of SWNT might be able to give a 

new viewpoint about the energy dissipation process in a quasi 1D system, describing how the 

1st transverse mode is losing energy while the mechanical motion in the two orthogonal 

planes are interacting during the forced excitation.  

 

 

6. Summary and discussion  

In this work, we have compared the analytical model from the Green Lagrange strain 

tensor with the 1st order cantilever motion of SWNT using MD simulation and applied the 

same formulae to the simulation with the suspended boundary condition for the comparison 

with experimental results. An analytical solution to nonlinear bending vibrational mode 

shows the same characteristics as in molecular dynamic simulation such as 1) motion 



exchange from planar to non-planar, 2) inversion of rotational direction and 3) frequency 

shift and peak separation rather than broadening. All of these characteristics are strongly 

dependent on the amplitude of the vibrational mode. Conventionally, the phase velocity of 

elastic waves does not depend on with the magnitude of the wave vector [47], but it is 

revealed that the nonlinear mechanical motion allows such condition in this study. The 

comparison in frequency domain shows that the interplay between the displacements of two 

transverse waves in orthogonal axes of the SWNT system is the main contribution of peak 

broadening, as predicted by Green function theory [9]. 

Q factor has important meaning to the relaxation time and SNR (signal to noise ratio) for 

sensory system. Since the multiple resonance peaks due to the degree of freedom of motion 

are inevitable, Lorentzian fitting for Q factor should be reconsidered for the system using the 

resonance of cantilevered or suspended bar set-up. Relaxation time is the duration to change 

the vibrational phase in steady state. So the presence of multiple peaks from the square wave 

shape like phase reverse as mentioned in Sec. 4-4 can give very direct duration of such using 

Eq. (7). In case of SNR, the multiple peaks are the result of 1st mode-1st mode interaction. 

The separated peaks, therefore, is hard to consider as the result of other modes interaction. 

The influence of 1 st mode and other higher order modes should be revealed first for SNR.     

From good agreements in simulation and experiment, we can conclude that the equation 

of motion from strain energy simulation is capable of describing the mode coupling in 

macroscopic motion of molecular dynamic conditions, and its dependence on temperature 

and aspect ratio.  

The reason why the governing equation from strain energy can be a common feature 

linking continuum mechanics and molecular systems, is presumably that the molecule, 

SWNT, has structural entanglement inducing anharmonicity, which can be interpreted into 

the strain energy of continuum mechanics. More precisely, the definition of the strain 



includes the square of the displacements in two orthogonal axes at the same time so that the 

nonlinear terms of these variables possibly represent the interacting process as some sort of 

anharmonic force terms. 

Further steps should build a theoretical connection between the anharmonicity and strain 

function for a better explanation of the relation between temperature and the motion 

exchange expressed by 0C , which controls beating frequency and peak span. The 

mechanism leading to the dependence of 0C , on the aspect ratio and rigidity of fixation will 

show more precise process of mode-mode interaction as dissipative coupling.  
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