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21.1. INTRODUCTION 

 

 Molecular dynamics simulations are becoming more important and more practical for 

microscale and nanoscale heat transfer problems. For example, studies of basic mechanisms of heat 

transfer such as phase change demand the understanding of microscopic liquid-solid contact 

phenomena. The efficient heat transfer at a three-phase interface (evaporation and condensation of 

liquid on a solid surface) becomes the singular problem in the macroscopic treatment. The nucleation 

theory of liquid droplets in vapor or of vapor bubbles in liquid sometimes needs to take account of 

nuclei of the size of molecular clusters. The effect of the surfactant on the heat and mass transfer 

through liquid-vapor interface is also an example of the direct effect of molecular scale phenomena on 

the macroscopic heat and mass transfer. Even though there has been much effort of extending our 

macroscopic analysis to extremely microscopic conditions in space (micrometer and nanometer 

scales), time (microseconds, nanoseconds and picoseconds), and rate (extremely high heat flux), there 

are certain limitations in the extrapolations. Hence, the bottom-up approach from molecular level is 

strongly anticipated. 

 On the other hand, recent advances in microscale and nanoscale heat transfer and in 

nanotechnology require the detailed understandings of phase change and heat and mass transfer in 

nanometer and micrometer scale regimes. The chemical engineering processes to generate nanoscale 

structures such as carbon nanotubes or mesoporous silica structures are examples. The wetting of 

liquid or absorption is also important since the adhesive force is extremely important for micro/nano 

system and the creation of extremely large surface area is possible with nanoscale structures. The use 

of molecular dynamics simulations is straightforward for such a nanoscale system. Here, again, it is 

important to compare such nanoscale phenomena with macroscopic phenomena, because an analogy 

to the macroscopic system is often an important strategy in understanding a nanoscale phenomenon. 

Important physics intrinsic to a nanoscale system is usually found through the rational comparison 
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with a macroscopic system. In this chapter, one of the promising numerical techniques, the classical 

molecular dynamics method, is overviewed with a special emphasis on applications to inter-phase and 

heat transfer problems. The molecular dynamics methods have long been used and are well developed 

as a tool in statistical mechanics and physical chemistry [1, 2]. However, it is a new challenge to 

extend the method to the spatial and temporal scales of macroscopic heat transfer phenomena [3-6]. 

On the other hand, the thin film technology related to the semiconductor industry and recent 

nanotechnology demands the prediction of heat transfer characteristics of nanometer scale materials 

[7, 8]. 

 In addition to a brief description of the basic concept of molecular dynamics method; 

various examples of potential functions such as the Lennard-Jones potential for rare gas; effective pair 

potential for water, alcohols and organic molecules; many-body potential for silicon and carbon; and 

embedded atom potential for solid metals are discussed. Depending on the nature of electronic 

structure or simply the bonding characteristics, suitable choices of potential functions are extremely 

important for realistic simulations. Several examples of potential functions between heterogeneous 

systems are found such as between water-solid platinum, hydrogen-graphite (carbon nanotube), 

water-graphite (carbon nanotube) and metal-carbon. Various techniques to obtain thermodynamic and 

thermo-physical properties by equilibrium and non-equilibrium simulations are explained. Finally, 

predictions of thermal conductivity and the thermal boundary resistance between solid materials and 

solid-liquid interfaces are discussed. 

 Examples of various applications of molecular dynamics simulations follow. After the brief 

introduction to the liquid-vapor interface characteristics such as the surface tension and condensation 

coefficient, solid-liquid-vapor interaction characteristics such as liquid-contact phenomena and 

absorption phenomena will be discussed from molecular stand point. In addition to the simple 

Lennard-Jones system discussed in a previous review [3], a simulation of liquid water droplets in 

contact with a platinum solid surface is introduced. Because water molecules make hydrogen bonds, 
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the contact phenomena are drastically different from the simple Lennard-Jones fluid. The water 

droplet exhibits a finite contact angle on the absorbed monolayer of water film. The contact angle is 

determined by the surface energy between this monolayer water film and bulk liquid-water film. 

Topics in nucleation and phase change phenomena include homogeneous nucleation of liquid droplets 

for a Lennard-Jones fluid and water and heterogeneous nucleation of liquid droplets and vapor 

bubbles on a solid surface for a simple Lennard-Jones fluid. Here a critical discussion of the 

modification of classical nucleation theory for small confined system is addressed. Especially for 

vapor bubble nucleation, the compression of a confined liquid results a large modification of the free 

energy dependence on bubble radius. In addition, an example of a crystallization process of 

amorphous silicon is discussed. The nucleation process of molecules such as fullerenes and single- 

walled carbon nanotubes (SWNTs) are also discussed as the connection to nanotechnology.  

 Finally, the nanoscale heat transfer problem related with carbon nanotubes is discussed. 

After the brief introduction to carbon nanotubes, interaction of nanotubes with fluids such as the 

hydrogen-absorption problem and water-nanotube interactions are discussed. Then, the molecular 

dynamics prediction of thermal conductivity along a nanotube and thermal boundary resistance with 

various environments are discussed. 

 

21.2. MOLECULAR DYNAMICS METHOD 

 

 Knowledge of statistical mechanical gas dynamics has been helpful to understand the 

relationship between molecular motion and macroscopic gas dynamics phenomena [9]. Recently, a 

direct simulation method using the Monte Carlo technique (DSMC) developed by Bird [10] has been 

widely used for the practical simulations of rarefied gas dynamics. On the other hand, statistical 

mechanical treatment of solid-state matters has been well developed as solid state physics [e.g., 11]. 

For example, the direct simulation of the Boltzmann equation of phonon dynamics is being developed 
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and applied to the heat conduction analysis of thin films [12, 13] or nanowires [14]. Here, molecular 

dynamics simulations are expected to directly address phonon-phonon and phonon-boundary 

scattering models. Furthermore, when we need to take care of liquid or inter-phase phenomenon, 

which is inevitable for phase-change heat transfer, the statistical mechanics approach is not as 

developed as for the gas-dynamics or the solid-state statistics. The most powerful tool for the 

investigation of the microscopic phenomena in heat transfer is the molecular dynamics method [e.g, 

1-6]. In principal, the molecular dynamics method can be applied to all phases of gas, liquid, and solid 

and to interfaces of these three phases. 

 

21.2.1 Equations of Motion and Potential Functions 

 

 In the classical molecular dynamics method, the equations of motion (Newton's equations) 

are solved for atoms as 

Φ−∇== ii
i

i dt
d

m F
r
2

2

, (21.1) 

where mi, ri and Fi are the mass, position vector and force vector of molecule i, respectively. Φ is the 

potential of the system. This classical form of the equation of motion is known to be a good 

approximation of the Schrödinger equation when the mass of atom is not too small and the system 

temperature is high enough compared with the gap of quantum energy levels associated with the 

dynamics. For translational and rotational motions of molecules, Eq. (21.1) can be valid except for 

light molecules such as hydrogen and helium and except at cryogenetic temperatures. On the other 

hand, some quantum corrections are sometimes essential for intra-molecule vibrational motion of 

small molecules even at room temperature. Once the potential of a system is obtained, it is 

straightforward to numerically solve Eq. (21.1). In principal, any of gas, liquid, solid states, and 

inter-phase phenomena can be solved without the knowledge of "thermo-physical properties" such as 

thermal conductivity, viscosity, latent heat, saturation temperature and surface tension. 
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 The potential of a system ),...,( N21 rrrΦ  can often be reasonably assumed to be the sum of 

the effective pair potentials φ(rij) as  

)( ij∑∑
>

=Φ
i ij

rφ ,  (21.2) 

where rij is the distance between molecules i and j. It should be noted that the effective pair potential 

approximation in Eq. (21.2) is convenient for simple potential systems but cannot be applied for 

complex potentials such as silicon and carbon. In the following examples of the potential functions for 

covalent systems such as carbon and silicon and for the embedded atom model for solid metals, this 

approximation is not used. 

 

21.2.2 Examples of Potential Functions 

 

The determination of the suitable potential function is extremely important for a molecular 

dynamics simulation. Here, the well-known Lennard-Jones potential for van der Waals interactions, 

potential forms for water and larger molecules, multi-body potentials for silicon and carbon, and 

embedded atom models for solid metals are briefly reviewed. 

 

Lennard-Jones Potential 

 

The most widely used pair potential for molecular dynamics simulations is the 

Lennard-Jones (12-6) potential function expressed as 
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where ε and σ are energy and length scales, respectively, and r is the intermolecular distance as shown 

in Fig. 21.1. The intermolecular potential of inert monatomic molecules such as Ne, Ar, Kr and Xe is 
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known to be reasonably expressed by this function with the parameters listed in Table 21.1. Moreover, 

many studies in computational and statistical mechanics have been performed with this potential as 

the model potential. Here, the equation of motion can be non-dimensionalized by choosing σ, ε and m 

as length, energy and mass scale, respectively. The reduced formulas for typical physical properties 

are listed in Table 21.2. When a simulation system consists of only Lennard-Jones molecules, the 

non-dimensional analysis has an advantage of generality over analysis made with the dimensional 

model. Then, molecules are called Lennard-Jones molecules, and argon parameters σ = 0.34 nm, ε = 

1.67 × 10-21 J, and τ = 2.2 × 10-12 s are often used to describe dimensional values in order to illustrate 

the physical meaning. The phase-diagram of a Lennard-Jones system [15, 16] is useful for designing a 

simulation. An example of the phase-diagram using the equations by Nicolas et al. [15] is shown in 

Fig. 21.2. Here, the critical and triplet temperatures are Tc* = 1.35 and Tt* = 0.68, or Tc = 163 K and 

Tt = 82 K with argon properties [17]. 

 For the practical simulation, the Lennard-Jones function in Eq. (21.3) is cutoff at the 

intermolecular distance rC = 2.5σ to 5.5σ. In order to reduce the discontinuity at the cut-off point, 

several forms of smooth connection have been proposed (for instance [18]). However, for pressure or 

stress calculations, a contribution to the properties from far away molecules with modified potentials 

can result in a considerable error as demonstrated for surface tension [19]. Since the modification of 

the potential makes the long-range correction too complex, the simple cut-off strategy may be 

advantageous. 

 

Effective Pair Potential for Water 

 

The effective pair potential form for water has been intensively studied. The simple form of 

SPC (Simple Point Charge) [20] and SPC/E (Extended SPC) [21] potentials were introduced by 

Berendsen et al. SPC/E potentials employ the rigid water configuration in Fig. 21.3. Here, the 
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negative point charge is on the oxygen atom with the distance of OH just 0.1 nm and the angle of 

HOH the tetrahedral angle θt = ( )3/1cos2 1−  ≅ 109.47°. The effective pair potential of molecules at 

R1 and R2 are expressed as the superposition of Lennard-Jones functions of oxygen-oxygen 

interactions and the electrostatic potential by charges on oxygen and hydrogen as follows. 
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where R12 represents the distance of oxygen atoms, and σOO and εOO are Lennard-Jones parameters. 

The Coulombic interaction is the sum of nine pairs of point charges. 

 TIP4P potential proposed by Jorgensen et al. [22] employed the structure of water molecule 

as rOH = 0.09572 nm and ∠HOH = 104.52° based on the experimentally assigned value for the 

isolated molecule. The positive point charges q were on hydrogen atoms, and the negative charge –2q 

was set at a distance rOM from the oxygen atom on the bisector of the HOH angle, as in Fig. 21.3. The 

potential parameters of SPC/E and TIP4P listed in Table 21.3 were optimized for thermodynamic data 

such as density, potential energy, specific heat, evaporation energy, self-diffusion coefficient, thermal 

conductivity, and structure data such as the radial distribution function and neutron diffraction results 

at 25 °C and 1 atm. This potential is regarded as one of the OPLS (optimized potential for liquid 

simulations) set covering liquid alcohols and other molecules with hydroxyl groups developed by 

Jorgensen [23]. 

 Carravetta-Clementi (CC) potentials [24] were based on ab initio quantum molecular 

calculations of water dimer with the elaborate treatment of electron correlation energy. The assumed 

structure and the distribution of charges are the same as for TIP4P as shown in Fig. 21.3 with a 

different length rOM and amount of charge. For CC potentials, the interaction of molecules is 

parameterized as a complex form [24]. Among these rigid water models, SPC/E, TIP4P and CC 

potentials are well accepted in recent simulations of liquid water including the demonstration of the 

excellent agreement of surface tension with experimental results using the SPC/E potential [25]. 
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Because all of these rigid water models are “effective” pair potentials optimized for liquid water, it 

must be always questioned if they are applicable to small clusters or liquid-vapor interfaces. Even 

though the experimental permanent dipole moment of isolated water is 1.85 D, most rigid models 

employ higher values such as 2.351 D for SPC/E to effectively model the induced dipole moment at 

liquid phase. The direct inclusion of the polarizability to the water models results in the many-body 

potential, which requires the iterative calculation of polarization depending on surrounding molecules. 

The polarizable potential forms derived from TIP4P [26, 27], MCY [28] and SPC [29] are used to 

simulate the structure of small clusters and transition of monomer to bulk properties.  

 

Potential for Larger Molecules in Liquid Phase (OPLS and AMBER) 

 

For alcohol [23] and other larger hydrocarbon molecules with hydroxyl groups [30], the 

OPLS (optimized potential for liquid simulation) potential developed by Jorgensen is widely used. As 

mentioned in the previous section, TIP4P for water is one of the potentials of this collection. As in the 

case of water molecule, hydrogen atoms are not explicitly modeled but methyl and methylene units 

are treated as pseudo-atoms. All bond lengths are rigidly constrained to their equilibrium values. 

Methyl and methylene groups are labeled C1 through Cn from the tail group, i.e., methyl group, to the 

head group, i.e., hydroxyl group. The interaction potential EAB between two molecules A and B is 

determined by the summation of Coulomb and Lennard-Jones interactions between all intermolecular 

pairs of sites as follows. 
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where qi and qj are the partial charges on united pseudo-atoms i and j, rij is the distance between these 

atoms. Because of all pairs of interaction of the Lennard-Jones term, Equation (21.5) is a little more 

complex than equation (21.4) for TIP4P water. 



 11

 In order to obtain the Lennard-Jones potential parameters σij and εij for variety of 

combinations of molecules, the well known combination rule [31] is used as follows. 

2/)( jjiiij σσσ +=  (21.6) 

jjiiij εεε =  (21.7) 

This combination rule is often used for obtaining Lennard-Jones parameter of unknown combinations.  

 The potential field for larger organic molecules and biological molecules such as proteins 

and nucleic acids are much more complicated. The force field parameters obtained from molecular 

mechanics and accurate ab initio calculations are summarized as AMBER force field by Kollman et al. 

[32-34]. Cornell et al. [33] used the following additive potential form. 
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with the bonds and angles represented by a simple diagonal harmonic expression, the van der Waals 

interaction represented by a Lennard-Jones potential, electrostatic interactions modeled by a 

Coulombic interaction of atom-centered point charges, and dihedral energies represented with a 

simple set of parameters. Electrostatic and van der Waals interactions are only calculated between 

atoms in different molecules or for atoms in the same molecule separated by at least three bonds. The 

molecular dynamics simulation code also called AMBER implementing these force fields is also 

developed by Kollman’s group [35].  

 

Many-Body Potential for Carbon and Silicon 

 

The pair-potential approximation cannot be used for atoms with covalent chemical bonds 

such as silicon and carbon. SW potentials for silicon crystal proposed by Stillinger and Weber in 1985 
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[36] was made of a two-body term and a three-body term that stabilizes the diamond structure of 

silicon. This old potential is still widely used because this potential accurately describes elastic 

properties, phonon dispersion relations, melting point, yield strength and thermal expansion 

coefficients. Tersoff [37-39] proposed a many-body potential function for silicon, carbon, germanium 

and combinations of these atoms. The Tersoff potential [38] is widely used for simulations of solid 

silicon. Brenner modified the Tersoff potential for carbon and extended it for a hydrocarbon system 

[40]. A simplified form of Brenner potential removing rather complicated ‘conjugate terms’ is widely 

used for studies of fullerene [41] and carbon-nanotubes. Both the Tersoff potential and the simplified 

Brenner potential can be expressed as following in a unified form [3]. The total potential energy of a 

system is expressed as the sum of every chemical bond as 

{ }∑ ∑
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−=Φ
i jij

ijijijij rVbrVrf
)(

A
*

RC )()()( , (21.9) 

where the summation is for every chemical bond. VR(r) and VA(r) are repulsive and attractive parts of 

the Morse type potential, respectively. 
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The cutoff function fC(r) is a simple decaying function centered at r = R with the half width of D. 
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Finally, the b*
ij term of Eq.(21.9) expresses the modification of the attractive force VA(r) depending on 

θijk and the bond angle between bonds i-j and i-k. 
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Parameter constants for Tersoff potentials for silicon (improved elastic properties) [38] and carbon 

and Brenner potentials for carbon are listed in Table 21.4. See more discussions in the previous review 

[3].  

 Recently, a modified ‘second generation empirical bond order potential’ for carbon was 

developed by Brenner et al. [42]. A significantly better description of bond energies, lengths, and 

force constants as well as elastic properties is achieved with a single parameter set. 

 

Pair Potential and the Embedded Atom Method (EAM) for Solid Metal 

 

For solid metal crystals, several physical properties can be used to fit to the pair potential 

functions such as Morse potential and Johnson potentials. The Morse potential is expressed as 

[ ])}(exp{2)}(2exp{)( eee RrRrDr −−−−−= ββφ  (21.15) 

where De, Re and β are dissociation energy, equilibrium bond length and a constant with dimensions 

of reciprocal distance, respectively. This form of Eq. (21.15) corresponds to the special case of S = 2 

in the generalized Morse-type functions in Eq. (21.10) and (21.11). The parameters calculated by 

Girifalco & Weizer [43] with energy of vaporization, the lattice constant and the compressibility for 

cubic metals (fcc and bcc) can predict reasonable elastic constants [43]. See Table 5 of the previous 

review [4]. 

 For calculations involving solid metals and alloys, it is well known that such pair potential 

functions are far from satisfactory when system is not the perfect crystal [44]. When some surface or 

interface defects are included, pair potential functions that are independent of coordination cannot 

reproduce the realistic potential field. The angle dependence of potential is, in general, not as critical 

as in the covalent cases such as carbon and silicon because d-orbital electrons are a little more flexible. 
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In contrast with the “bond order concept” for covalent atoms, the following ‘Embedded Atom 

Method’ (EAM) was suggested and developed by Daw and Baskes [45-48] as a way to overcome the 

main problem with two-body potentials. The basic concept for EAM is that the potential energy can 

be calculated by embedding each atom to the electric field made of all other atoms. Later, ‘Modified 

Embedded Atom Method’ (MEAM) was also developed by Baskes group [49-52]. Here, the 

bond-angle was explicitly handled and the possibility to extend the application range to covalent 

system such as silicon was explored. It should be noted that ideas of electron density and density 

functional theory (DFT) are discussed in the formulation of the EAM and MEAM, however, they are 

classical potential functions and no quantum dynamics equation is solved when using the potential 

functions. See the previous review [4] for a more detailed summary. 

 Finally, it should be noted that solid metals are always problematic for heat conduction 

problems due to the luck of the effective technique to handle free electrons in conjunction to 

molecular dynamics framework. 

 

21.2.3 Integration of the Newtonian Equation 

 

 The integration of the equation of motion is straightforward. Unlike the simulation of fluid 

dynamics, a simpler integration scheme is usually preferred. Verlet’s leap-frog method shown below is 

widely used in practical simulations [1]. After the velocity of each molecule is calculated as Eq. 

(21.16), positions are updated in Eq. (21.17). 
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A typical time step ∆t is about 0.005 τ or 10 fs with argon property of Lennard-Jones potential. More 

elaborate integration schemes such as Gear’s predictor-corrector method [1] are sometimes employed 
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depending on the complexity of the potential function and the demand for the accuracy of motion at 

each time step. 

 Although the principal equation to solve is Eq. (21.1), classical rotational equations have to 

be solved for rigid small molecules with such as rigid water potential. The equation is the classical 

rotation equation of motion [1]. On the other hand, for large molecules expressed with such methods 

as OPLS and AMBER potentials need to be solved with the constraint dynamics, if the bond length is 

fixed. For such constraint dynamics, the efficient SHAKE algorism [1] is often used.  

 

21.2.4 Boundary Conditions: Spatial and Temporal Scales 

 

 Since the spatial and temporal scales handled with the molecular dynamics method is 

extremely small compared to the scale of the normal microscopic heat transfer problems, the most 

important points of the design of a molecular dynamics simulation are the boundary conditions. Many 

molecular dynamics simulations have used the fully periodic boundary condition, which assumes that 

the system is simply homogeneous for an infinite length scale. The implementation of the periodic 

boundary condition is very simple. Any information beyond a boundary can be calculated with the 

replica of molecules. The interactions of molecules are calculated beyond the periodic boundary with 

replica molecules. In order to avoid the calculation of potential between a molecule and its own 

replica, the potential must be cutoff at a distance smaller than half the width of the base-cell scale. 

This is not a serious problem for the short-range force such as Lennard-Jones potential, which decays 

as 6−r . On the contrary, since Coulombic potential decays only with 1−r , the simple cutoff is not 

possible. Usually, the well-known Ewald sum method [1] is employed, where the contribution from 

molecules in replica cells is approximated by a sophisticated manner.  

 Many problems in heat transfer may include a phenomenon with a larger scale than the 

calculation domain, such as relatively large photon mean free path, instability with large wavelength 
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or a large modulation of properties. The difficulty in the boundary condition is less for gas-phase 

molecules because the contribution of potential energy compared to kinetic energy is small. If the 

potential contribution is ignored, some simple boundary condition such as mirror reflection 

boundaries can be used by simply changing the velocity component as if a molecule makes an 

inelastic reflection. When it is impossible to use the periodic boundary condition, a solid wall or a 

vapor layer can be connected in the realistic fashion. Then, the appearance of a new ‘interface’ leads 

to a significant change of the physics. Several different levels of the solid boundary conditions are 

discussed in detail in the previous review [3]. 

 

21.2.5 Initial Conditions and Control of Temperature and/or Pressure 

 

 The initial condition for each molecule is usually assigned by giving the velocity 

mTkv CB /3=  with random directions for all monatomic molecules. The Maxwell-Boltzmann 

velocity distribution can be obtained after some equilibration calculations. The equilibrium system 

can often be calculated for constant temperature and constant pressure conditions. The simple 

temperature control of the equilibrium system can be realized by just scaling the velocity of molecules 

as TTvv Cii /'=  with the current temperature T and the desired temperature TC. Remember that this 

control has to be applied in many steps because of the relaxation of potential energy. More elaborate 

techniques to realize the constant temperature system are known as the Anderson method [53] and the 

Nosé-Hoover method [54, 55].  

 Anderson method mimics random collisions with an imaginary heat bath particle. At 

intervals, the velocity of a randomly selected molecule is changed to a value chosen from the 

Maxwell-Boltzmann distribution. The choice of this interval has a significant influence on the result. 

The Nosé-Hoover thermostat method involves modifying of the equation of motion as 
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where ζ is the friction coefficient, Ek is kinetic energy of the system, Ek0 is kinetic energy 

corresponding to the desired temperature TC, and Q is the thermal inertia parameter. All of these 

constant temperature techniques have been probed to give a statistically correct canonical ensemble, 

but the physical meaning of the velocity re-scaling is not clear. 

 Andersen [53] described a technique to realize the constant pressure simulation. The 

simulation box size V is altered similar to the action of a piston with a mass. Parrinello and Rahman 

[56, 57] extended this technique to change the simulation box shape as well as size for solid crystal. 

Berendsen [58] proposed a very simple “pressure bath” technique for the constant pressure simulation. 

The system pressure obeys 

PC tPPdtdP /)(/ −=  (21.19) 

by scaling the box size and position of molecules by a factor χ1/3 at each step. 
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where βT, tp are the isothermal compressibility and time constant parameter, respectively. 

 Finally, it should be stressed again that all of these techniques to realize constant 

temperature or constant pressure are artificial and are used to reproduce the statistical ensemble. The 

physical meaning of the modification of position or velocity of each molecule is not clear. 

 

21.2.6 Thermophysical and Dynamic Properties 

 

 Molecular motion can be related to the thermodynamics properties through the entropy S 

defined as  

Ω= lnBkS  (21.21) 
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where Ω is the phase-space volume. The statistical mechanical discussions for the microcanonical 

ensemble system (NVE ensemble), which is the ‘molecular dynamics’ ensemble, are fully described 

in Haile’s textbook [2]. As the final result, the thermodynamics temperature for monatomic molecules 

is simple expressed as the kinetic energy of molecules. 
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The internal energy is the combination of kinetic and potential energies.  

∑∑
>

+=
i ij

ijTNkU )(
2
3

B rφ  (21.23) 

The pressure is defined through the virial theorem as follows. 
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There is no simple technique to measure entropy and free energy directly by the molecular dynamics 

method. They cannot be defined as the time averages of phase-space trajectories, but are related to the 

phase-space volume [2]. The thermodynamics integration or test particle method is employed [2]. 

These properties are often obtained by the statistical Monte Carlo method. 

 Even though the potential energy and pressure for a homogeneous fluid can be calculated 

for relatively small system, there is an important consideration for practical calculation. Since 

potential energy and pressure are affected from quite long-range distances, it is convenient to consider 

the potential cut-off corrections. The ‘long-range correction’ techniques can be found in the previous 

review [4]. 

 

21.2.7 Heat Conduction and Heat Transfer 

 

 The thermal conductivity of homogeneous material can be calculated by three different 
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techniques of molecular dynamics: (1) equilibrium molecular dynamics with the Green-Kubo’s 

formula, (2) non-equilibrium molecular dynamics (NEMD) developed by Evens [58, 59], and (3) 

non-equilibrium molecular dynamics with direct temperature differences. It should be noted that 

sometime both methods (2) and (3) are called ‘non-equilibrium’ molecular dynamics. For a 

homogeneous system, all of these simulations should give the same thermal conductivity with 

adequate simulation conditions [61, 62].  

 The simulation of heat conduction does not always involve simple calculations using 

thermal conductivity. The validity of Fourier’s law in an extremely microscopic system such as thin 

films can only be examined by the direct non-equilibrium heat conduction calculation. The 

mechanism of heat conduction itself is also interesting [63, 64]. The heat flux through a volume is 

calculated as  
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where the first and second terms related to summations of kinetic and potential energies carried by a 

molecule i. The third term, the tensor product of vectors rij and fij, represents the energy transfer by 

the pressure work. Because of the third term, the calculation of heat flux is not trivial at all. 

 

Thermal Conductivity of Solids 

 

Since most direct heat transfer problems of micro/nano scale are currently related with 

thermophysical properties of solid materials, the heat conduction behavior of micro- and nano-devices 

are very much of importance. Simulations of thermal conductivity by the Boltzmann equation of 

phonon dynamics is being developed and applied to the heat conduction analysis of thin films [12, 13] 

or nanowires [14]. Here, the direct calculations of phonon dispersion relations, phonon mean free 

paths, and phonon scattering rates using the molecular dynamics simulations are anticipated [65-68]. 
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The non-Fourier heat conduction problems should also be addressed by molecular dynamics 

simulations [69]. A good review of simulation of heat conduction problems in micro/nano scale solid 

can be found in reference [8]. 

 

Thermal Boundary Resistance 

 

The thermal boundary resistance between solid crystals or at a solid and liquid interface 

becomes important for small systems. Here, it should be noted that the thermal boundary resistance 

does exist between epitaxially grown interfaces of solids or even solid-liquid interfaces [70-72]. The 

reduction of thermal conductivity by the super-lattice [73] is an excellent example of the importance 

of thermal boundary resistance. The direct molecular dynamics simulation of the thermal boundary 

resistance and the temperature jump across liquid-solid interfaces can be demonstrated in a simple 

simulation system [70]. When a constant heat flux is applied across the liquid-solid interface, a 

distinctive temperature jump near the solid-liquid interface can be observed. The thermal boundary 

resistance RT is determined from the temperature jump TJUMP and the heat flux qW as RT = TJUMP /qW. 

This thermal boundary resistance of that investigation was equivalent to a 5~20 nm thickness layer of 

liquid, and hence, is important only for such a small system. Direct experimental measurements of 

thermal boundary resistance and relevant molecular dynamics simulations are discussed for carbon 

nanotube-fluid system in a later section. 

 Matsumoto et al. [74] studied the thermal resistance between Lennard-Jones solid crystals 

by direct non-equilibrium molecular dynamics. Inside an fcc crystal, one-dimensional steady heat 

conduction was realized using a pair of temperature controlling heat baths. Four types of atomically 

continuous solid-solid interfaces were investigated: (1) crystals with different masses, (2) crystals 

with different interaction parameters, (3) crystals with various surface interaction parameters, and (4) 

crystals with different size parameters. Except for the case (4), the observed temperature profiles had 
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a discontinuity at the interface, from which the temperature jump was measured. The reduction of heat 

flux due to the temperature jump was larger than that predicted with a simple acoustic model. With 

similar molecular dynamics simulations of Lennard-Jones crystals, the thermal boundary resistance 

was modeled through the energy reflection rate [75]. Ohara et al. have analyzed the possible 

explanation of the thermal boundary resistance [71] based on an “intermolecular energy transfer” 

concept developed by the detailed studies of heat conduction in liquid phase water [63] and a 

Lennard-Jones fluid [64]. 

 

21.3. MOLECULAR DYNAMICS OF PHASE-INTERFACE AND PHASE CHANGE  

 

21.3.1 Liquid-Vapor Interface 

 

 Prediction of surface tension is one of the benchmarks to examine the applicability of the 

molecular dynamics method and the potential function model to the liquid-vapor interface. Detailed 

discussions are in the previous review [3]. The typical simulation system is the liquid slab between 

vapor regions. When the liquid layer is thick enough, the bulk property of liquid can be obtained at 

the central region, and two liquid-vapor interfaces can be realized. Fig. 21.4 shows an example of 

such interface calculated with 8000 Lennard-Jones molecules. By taking a time average, the density 

profile, pressure tensor, and surface tension can be reasonably predicted. Though the normal pressure 

keeps the constant value, the tangential pressure exhibits a sharp drop near the liquid-vapor interface 

region. The integrated value of this tangential pressure drop is the surface tension. More, practically, 

surface tension in the interface can be calculated as  
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dzzPzPγ , (21.26) 

where z is the coordinate perpendicular to the interface and PN and PT are normal and tangential 

components of pressure. Quite accurate predictions of surface tension have been demonstrated for 
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Lennard-Jones fluid [75] and water [76] by integrating the difference of normal and tangential 

components of pressure tensor across the surface.  

Another typical benchmark configuration is the liquid droplet surrounded by its vapor [3]. 

When the size of the droplet is large enough, the bulk property of liquid is expected at the central 

region. The well-known Young-Laplace equation relates the curvature of a liquid-vapor interface and 

surface tension to the pressure difference. Thompson et al. [78] used the spherical extension of 

Irving-Kirkwood's formula to calculate the normal pressure profile. The definition of the radius of a 

droplet is not straightforward, since the size of the droplet is normally very small and the liquid-vapor 

interface has a certain width. The equimolar dividing radius is one of the choices but more elaborate 

discussions based on the statistical mechanics are found in the literature (see references in [3]). 

Roughly a thousand molecules are enough to calculate the reasonable value of the bulk surface 

tension for argon. At the other extreme, the surface tension for very small clusters, which may be 

important in the nucleation theory, should require a completely different approach because such small 

clusters do not have the well-defined central liquid part assumed in the statistical mechanical 

discussions.  

 The determination of the condensation coefficient by molecular dynamics simulations is 

also a very fascinating task. The condensation coefficient has been simply defined as the ratio of rates 

of the number of condensation molecules to incident molecules. Through the detailed studies of the 

liquid-vapor interphase phenomena of argon, water, and methanol, Matsumoto et al. [79, 80] pointed 

out that this macroscopic concept could not be directly converted to the molecular scale concept and 

that the ‘molecular exchange’ process must be considered. On the other hand, Tsuruta et al. [81] have 

reported a significant dependence of the trapping rate on the normal velocity of incident molecules. 

Recently, Tsuruta et al. [82, 83] successfully modeled the simulated condensation coefficient by a 

‘transition state theory’ similar to chemical reaction dynamics. 

 Molecular dynamics simulations of the effect of surfactant in liquid-vapor interface are also 
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being developed. An example is the simulation of the effect of n-alcohols in the liquid-vapor interface 

of water and of LiBr solution by Daiguji [84]. 

 

21.3.2 Solid-Liquid-Vapor Interactions 

 

Lennard-Jones Model System 

 

 Solid-liquid-vapor interaction phenomena have played a very important role in 

phase-change heat transfer. The importance of the liquid wetting to the surface is apparent in dropwise 

condensation, high-heat-flux boiling heat transfer, and capillary liquid-film evaporators. There are 

good reviews of the connection between microscopic and macroscopic views of the wetting 

phenomena by Dussan [85], and from a slightly more microscopic point of view by Koplik and 

Banavar [86]. Furthermore, molecular dynamics treatment of simple Lennard-Jones liquid droplet on 

the solid surface and Lennard-Jones vapor bubble on the solid surface are discussed in the review [3]. 

In brief, except for the two or three liquid layers near the surface, the averaged shape of the 

Lennard-Jones liquid droplet is close to semi-spherical [87-89]. A snapshot of a droplet on the solid 

surface and the 2D density distribution are compared in Fig. 21.5 [89]. By fitting a circle to the 

density contour disregarding a few layers of liquid near the solid surface, “contact angle” can be 

measured. The effect of the interaction potential on the shape of the liquid droplet is summarized in 

Fig. 21.6 [87-90]. The cosine of measured contact angle is linearly dependent on the strength of the 

surface potential. The contact angles measured from the droplet and the bubble are almost consistent 

as several images of 2-D density profiles in the insets of Fig. 21.6. Here, as the measure of the 

strength of the interaction, the depth of the integrated potential  

INT
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INT )/)(5/34( εσπε RSURF =  (21.26) 

was employed [3]. The controversial discussions whether the Young’s equation can hold or not in such 
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system has been historically discussed (see references in [3]). However, at least the concept of surface 

energy balance should be valid. For the macroscopic contact, the well-known Young’s equation relates 

the contact angle to the balance of surface energies as 

LG

SLSG

γ
γγθ −

=cos  (21.27) 

where γSG, γSL and γLG are surface energies between solid-gas, solid-liquid, and liquid-gas, 

respectively. With a change in the energy parameter between liquid and solid molecules, γLG is kept 

constant and γSG does not change much compared with γSL because the vapor density is much lower 

compared with liquid density. With increase in εSURF, γSL should decrease almost proportionally 

because of the gain in potential energy in liquid-solid interface. Then, (γSG - γSL) should increase and 

the Young’s equation predicts the increase in cosθ. Hence, the linear relation in Fig. 21.6, roughly 

speaking, is consistent with Young’s equation. 

 

Water Droplets on a Platinum Solid Surface 

 

 As a more practical simulation of solid-liquid-vapor interaction, a water droplet on a 

platinum solid surface is shown in Fig. 21.7 [90]. Water molecules were modeled with the SPC/E 

potential. The interaction potential between water and platinum molecules was expressed by the 

potential function developed by Zhu and Philpott [91], based on the extended Hückel calculations. 

The potential function consists of a water-molecule-conduction electron potential, an anisotropic 

short-range potential, and an isotropic short-range r-10 potential as follows. 
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where α = 0.8, σO-Pt = 0.270 nm, εO-Pt = 6.44×10-21 J, cO-Pt = 1.28, σH-Pt = 0.255 nm, εH-Pt = 3.91×10-21 

J, cH-Pt = 1.2. Here, Eq. (21.29) represents Coulomb potential between the point charge of a water 

molecule and its image charge located at symmetrical position below the image plane. This potential 

takes the minimum value when a water molecule sits on top of a platinum atom heading hydrogen 

atoms upward. The contact structure of the water droplet with a finite contact angle on the absorbed 

monolayer water film in Fig. 21.7 was quite a surprise. It was the first demonstration of such a 

structure with equilibrium molecular dynamics simulation. Even though the existence of a thin liquid 

film is sometimes assumed in the liquid-solid contact theories, the simple energy consideration using 

the Young’s equation should conclude that the water droplet should be very wettable to a water film. 

However, the contact angle is determined by the surface energy between this monolayer water film 

and bulk liquid water. The monolayer film does not have the characteristics of bulk water. It has quite 

high density due to the strong interaction to the platinum surface atoms, and the interaction of this 

film with normal water strongly depends on the density of the film. The higher density of the water 

monolayer results the lower interaction. With this assumption, the clear dependence of contact angle 

on the platinum crystal lattice structure can also be explained [91]. 

 

21.3.3 Nucleation and Phase Change 

 

Homogeneous Nucleation 

 

 Homogeneous nucleation is one of the typical macroscopic phenomena directly affected by 
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the molecular scale dynamics. Recently, Yasuoka et al. have demonstrated the direct molecular 

dynamics simulations of the nucleation process for Lennard-Jones fluids [93] and for water [94]. After 

quenching to the supersaturation condition, the condensation latent heat must be removed for the 

successive condensation. Yasuoka et al. [93] used 5000 Lennard-Jones molecules for the simulation 

mixed with 5000 soft-core carrier gas molecules connected to a Nosé-Hoover thermostat for the 

cooling agent. This cooling method mimicked the carrier gas of supersonic jet experiments. Through 

the detailed study of growth and delay of nuclei size distribution, they have estimated the nucleation 

rate and the critical size of nucleus. The nucleation rate was seven orders of magnitude larger than the 

prediction of classical nucleation theory. Their similar simulation [94] for water of TIP4P potential at 

350 K resulted the nucleation rate two orders of magnitude smaller than the classical nucleation theory, 

just in good agreement with the “pulse expansion chamber” experimental results.  

 

Heterogeneous Nucleation 

 

 Heterogeneous nucleation is also important in many heat transfer problems. Fig. 21.8 shows 

an example of the heterogeneous nucleation of liquid droplet on a solid surface [95]. Argon vapor 

consisting of 5760 Lennard-Jones molecules was suddenly cooled by the solid wall controlled with 

the phantom technique [3]. The phantom molecules modeled the infinitely wide bulk solid kept at a 

constant temperature with proper heat conduction characteristics. The potential between argon and 

solid molecule was also represented by the Lennard-Jones potential function, and the energy scale 

parameter was changed to reproduce various wettabilities. After the equilibrium condition at 160 K 

was obtained, temperature of the solid surface was suddenly set to 100 K or 80 K by the phantom 

molecule method. Initially, small clusters were appeared and disappeared randomly in space. Then 

larger clusters grew preferentially near the surface for wettable cases. On the other hand, for the less 

wettable condition, relatively large clusters grew without the help of surface just like the 
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homogeneous nucleation. The nucleation rate and free energy needed for cluster formation were not 

much different from the prediction of the classical heterogeneous nucleation theory in case of lower 

cooling rates. 

 A molecular dynamics simulation of homogeneous [96, 97] or heterogeneous [90] 

nucleation of a vapor bubble is much more difficult compared to the nucleation of a liquid droplet. 

Even though the formation of a vapor bubble can be reproduced by expanding the liquid to the 

negative pressure, qualitative comparison of nucleation rate or critical radius is not easy. 

 

21.3.4 Notes on Nucleation and Stability of Nano Bubbles in a Confined System 

 

Direct molecular dynamics simulation of nucleation of bubbles in liquid can be possible and 

a nanoscale bubble can be stably realized in a confined system. However, the stability of a nanoscale 

bubble confined in small space is quite different from that in an open space. Here, the stability of a 

bubble in a confined space is compared with usual classical nucleation theory.  

According to the classical nucleation theory, the stability of a vapor bubble depends on the 

critical radius of the bubble. Appearance of a vapor bubble with radius r in a supersaturated liquid 

results the reduction of free energy of gasgV∆  and the increase of surface energy as Aγ . Hence, the 

net change in Gibbs free energy is expressed as 

32 )
3
4()4( rgrgVAG gas ∆+=∆+=∆ ∞ ππγγ , (21.32) 

where γ is surface tension, A is surface area = 4πr2, Vgas is volume 3

3
4 rπ , and g∆  is free energy 

difference between liquid and vapor. The negative value of g∆  at supersaturated condition is the 

driving force of the nucleation of a bubble. Figure 21.9 shows ∞∆G  in Eq. (21.32). When r is small, 

∞∆G  increases with r2 through the surface energy term. For r larger than the critical value rcrit, ∞∆G  
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decreases with r3. Hence, a bubble smaller than rcrit is unstable and should shrink, but a bubble grown 

larger than rcrit by the statistical fluctuation should stably keep growing.  

 A nano-bubble confined in a constant small volume, as in the case of usual molecular 

dynamics simulations, should be controlled by another free energy term in addition to that of Eq. 

(21.32). The free energy term from the confined liquid should be quite important. The volume 

occupied by the liquid should decrease with the growth of a vapor bubble, leading to the increase in 

liquid density. The increase in density of liquid causes a large increase in free energy LG∆ . Hence, the 

free energy change in the confined system should contain this LG∆  term as follows. 
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This additional term LG∆  should be negligible when liquid volume is large enough. Fig. 21.9 shows 

the expected approximate shape of LG∆  and LGGG ∆+∆=∆ ∞ . Here, it is assumed that LG∆  

should gradually decrease with increase in bubble size since the liquid density increases from the 

negative pressure condition. When the bubble size becomes such that the saturated liquid and vapor 

co-exist with radius rsat, LG∆  should become minimum. Further increase in bubble size corresponds 

to the considerable compression of liquid, hence a rapid increase in LG∆  is expected. The free 

energy change can be approximately express by a function of liquid density from 
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The density ratio satL ρρ /  can roughly related to the ratio of intermolecular distance ( ) 3/1/ satL ρρ . 

Then, the schematic shape LG∆  in Fig. 21.9 was drawn by assuming that the free energy should be 

proportional to the shape of Lennard-Jones potential energy.  

It is observed that LGGG ∆+∆=∆ ∞  becomes minimum value when the radius is slightly 
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larger than rsat. Simulated bubbles in a confined system should be stable with this minimum point. 

When the confined system size is large enough, it is still possible to approximately simulate the 

nucleation process beyond the critical radius and critical free energy. However, when the system size 

is smaller or the degree of supersaturation is less, the confinement effect should be much stronger. An 

example with smaller rsat is shown as 'LG∆  and 'LGG ∆+∆ ∞  in Fig. 21.9. The simulated stable 

bubble should be much smaller than the critical size for free space and the simulated free energy 

barrier is much smaller. With further smaller system, 'LGG ∆+∆ ∞  should have no minimum value. 

The same argument is also applicable to a system with a liquid droplet surrounded in its vapor. 

However, since the change of free energy of vapor with density is not as large as for liquid, a 

reasonable simulation of the nucleation process is possible with relatively small system. 

 

21.3.5 Crystallization of Amorphous Silicon 

 

 An example of a crystal growth process from amorphous silicon is shown in Fig. 21.10 [98]. 

By using the Tersoff (C) potential [38], the crystallization process was calculated. With the solid 

phase epitaxy (SPE) configuration [e.g., 99], the crystal growth in (001) and (111) directions were 

compared. It was observed that growth in (111) direction was dominant in Si crystallization at the 

high temperature region possibly because of instability of (001) amorphous/crystal (a/c) interface. 

Then, the newly developed crystallization system that consisted of a Si cluster on an amorphous 

surface with a small number of seed atoms was also simulated. With this configuration, the artifacts 

induced by the periodic boundary condition could be completely neglected. From the time profile of 

the Si crystal nuclei size, the classical critical nuclei size was estimated to be around 110 atoms. 

 

21.3.6 Formation of Clusters, Fullerene, and Carbon Nanotubes 
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 The intermediate cluster structure are extremely important when some of them can be stably 

observed as the end products such as the simulation of fullerene formations [41, 100] and endohedral 

metallofullerene formations [101]. The formation mechanism of SWNTs is theoretically interesting 

and also extremely important for the development of large scale and controlled generation techniques. 

The molecular dynamics simulation [102] of laser-oven or arc-discharge processes is very much 

similar to the simulation of endohedral metallofullerene formation, because the actual experimental 

condition is almost the same except for the small amount of metal doped in the graphite material. 

Recently, SWNTs formation mechanism for CVD techniques [103-105] is getting more attention 

because they are expected to supply large amount of SWNTs at a lower cost. In catalyst CVD process, 

CO [106], hydrocarbon or alcohol [107] will be decomposed on the catalytic metal cluster supported 

by silica, alumina, magnesia or zeolite. In both process, carbon atoms are supplied to the metal cluster 

at a high temperature condition.  

Figure 21.11 shows the nucleation process of a SWNT in a catalytic CVD process [103]. 

Using the simplified Brenner [41] potential for carbon-carbon interaction and the empirical 

metal-carbon potential functions [101], the nucleation process of SWNT by successive collisions of 

hydrocarbon molecules to a metal cluster was simulated. At first, the initial Ni cluster structures of 

various sizes were obtained by annealing a fcc crystal at 2 ns in 2000 K. As the initial condition of 

clustering process, the completely random vapor mixture of 500 carbon atoms and one of the Ni 

clusters obtained above were allocated in 20 nm cubic fully-periodic simulation cell. The interaction 

between isolated carbons was represented by the Lennard-Jones potential to avoid the generation of 

carbon clusters before the collision to the metal catalyst.  

In the first stage, all carbon atoms attached to the exposed surface are absorbed in the metal 

cluster. After saturation within about 2 ns, hexagonal carbon networks are formed inside the 

metal-carbon binary cluster (Fig. 21.11 (a)). Some of the carbon networks separate from the surface of 

the particle and in specific cases some cap structures appear, as if the sphere surface of the metal 
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cluster played as a template for cap formation (Fig. 21.11 (b)). When separation of the carbon network 

occurs, the area of bare metal surface decreases but some of the open areas are preserved especially in 

the crystalline part where additional carbon atoms can still flow. Continuous supply of carbon atoms 

leads to the formation of annular graphitic protrusion (Fig. 21.11 (c)). After the cap coalesces into 

annular graphitic protrusion (Fig. 21.11 (d)), the larger carbon network covers the surface with a 

certain curvature (Fig. 21.11 (e)). Furthermore, supersaturated carbon atoms inside the Ni cluster 

gradually lift up the carbon-shell surface leading to a half-cap structure that appears after 40 ns (Fig. 

21.11 (f)). This lifting-up of the carbon cap results in formation of its stem, which can be regarded as 

an initial stage of the growth process of SWNT (Fig. 21.11 (g, f)). 

 

21.4 HEAT TRANSFER ISSUES OF CARBON NANOTUBES 

 

21.4.1 Introduction of Carbon Nanotubes 

 

 Since their discovery by Iijima [108] in 1991, carbon nanotubes shown in Fig. 21.12 have 

been regarded as one of the most important materials in “nanotechnology.” Due to their novel 

electronic, optical, and mechanical properties, single-walled carbon nanotubes (SWNTs) [109] show 

great potential for use in a wide variety of applications [110, 111]. Many applications such as field 

effect transistors, electron field emission sources, single electron transistors, optical switches, 

nano-wires, chemical sensors, and composite materials for high mechanical and thermal properties 

have been examined.  

The geometry of an SWNT can be described as a single layer of a graphite sheet that is 

rolled up into a cylinder. The diameter of the tube varies from 0.7 to about 3 nm and the length is 

about a few microns to even a few centimeters. The geometry can be specified by the chiral vector  

),(21 mnmnh ≡+= aaC , (21.35) 
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where a1 and a2 are unit vectors of the honeycomb lattice of the graphite sheet. By rolling the carbon 

sheet up so that two atoms at the origin and at Ch in the honeycomb lattice will meet, Ch will be the 

circumference of the SWNT. Hence, the geometry of a SWNT is uniquely determined by the chiral 

index (n, m). Details of properties of carbon nanotubes are describes in monographs [110, 111]. The 

electronic property of SWNT is most exciting that it may be metallic or semiconductor depending on 

the chirality. The electronic density of states shows divergences called Van Hove singularity. Many of 

electronic and optical applications are based on these molecular-like DOS structures.  

 Most of studies of SWNTs have started after the discoveries of macroscopic generation 

techniques, the laser-furnace method in 1996 and the arc-discharge method in 1997. Recently, the 

bulk generation of SWNTs by the catalytic CVD process called HiPco [106] was developed. An 

alternative catalytic CVD method using alcohol as the carbon source was introduced by the author’s 

group [107]. 

 

21.4.2 Nanotubes with Fluids 

 

 Contact of fluid with a nanotube is an important problem to be solved with molecular 

dynamics simulations. One example is the hydrogen absorption with SWNTs. Even though absorption 

of other molecules is quite interesting, the hydrogen case has been the focus of many simulations and 

experiments because of the technically important problem of hydrogen storage for fuel cell hydrogen 

source. Contact of water with SWNTs is also quite interesting. 

 

Hydrogen Absorption with Single-Walled Carbon Nanotubes 

 

 Since the suggestion of high efficiency storage of hydrogen with SWNTs by Dillon et al. 

(1997) [112], experimental determinations of the storage capacity and mechanism of storage have 
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been extensively studied. Hydrogen storage capacity of high purity SWNT was reported to be more 

than 8 wt % at 12 MPa and 80 K [113], or 4.2 wt % at 10 MPa at room temperature [114]. Recent 

experimental studies are concluding that the hydrogen storage capacity of SWNTs at room 

temperature is less than 1 wt % [115]. Most of molecular dynamics simulations have been consistently 

predicting the very low hydrogen storage capacity at room temperature [116, 117]. 

 An example of molecular dynamics simulation of hydrogen absorption is shown in Fig. 

21.13 [118]. Assuming the physical adsorption of hydrogen to the surface of carbon nanotubes, 

potential forms between H2-H2 and C-H2 were both expressed by Lennard-Jones (12-6) functions, 

with parameters: εHH = 3.180 meV, σHH = 2.928 Å, εHC = 2.762 meV and σHC = 3.179 Å. Each 

nanotube was regarded as rigid molecule and the van der Waals potential between nanotubes was 

derived as a Lennard-Jones (8-4) function by integrating the potential function between carbon atoms. 

The potential energy has minimum at the interstitial sites (between nanotube), and has a low value at 

the endohedral sites (inside a nanotube). The interaction potential is too weak for the efficient 

hydrogen storage at room temperature for the use in fuel-cell vehicles. 

 

Water in Carbon Nanotubes 

 

Some recent experimental works [119, 120] shows the trapped aqueous solution in MWNTs 

generated with a hydrothermal method. Even though the contents of this aqueous solution are unclear, 

the liquid- and vapor- interface structure and phase-change in the completely closed space of about 50 

nm are truly exciting. The solution was quite wetting to the walls of carbon nanotubes. Another 

experimental work [121] suggests that liquids with a surface tension lower than 100-200 mNm-1 can 

wet a carbon nanotube. Therefore, it is expected that water, with a surface tension of 73 mNm-1, 

should wet carbon nanotube. Figure 21.14 shows a snapshot of a water cluster in a SWNT with quite a 

large diameter of 2.77 nm. The interaction potential between carbon and water is simply 
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Lennard-Jones function between carbon and oxygen atom. The interaction parameters are εOC = 

1.08×10-21 J and σOC = 0.316 nm. It is clearly seen that the water cluster is not very wetting but the 

potential energy is lower than in vacuum. Walther et al. [122, 123] studied the wetting phenomena of 

SWNTs more in detail by molecular dynamics simulations. In addition to the Lennard-Jones potential 

between oxygen and carbon, a quadrupole interaction between the carbon and the partial charges on 

hydrogen and oxygen atoms was also considered. The simulation results show that pure water does 

not wet a carbon nanotube. Just like graphite, the wall of nanotube is strongly hydrophobic. 

Koga et al. [124] found an ice-nanotube structure in an SWNT by molecular dynamics 

simulations. Maniwa et al. [125] showed consistent experimental results later. 

 

21.4.3 Heat Conduction of Carbon Nanotubes 

 

 A heat conduction simulation along a carbon nanotube is shown in Fig. 21.15 [126, 127]. 

The thermal conductivity of nanotubes, which was speculated to be higher than any other material 

along the cylindrical axis [128] was measured from the simulations for nanotubes with several 

different chiralities and lengths. The potential function employed was the simplified Brenner bond 

order potential [41]. The temperature at each end of a nanotube was controlled by the phantom 

technique [3], and no periodic boundary condition was applied in order to simulate the finite length 

effect. The thermal conductivity was calculated from the measured temperature gradient as in Fig. 

21.16 and the heat flux obtained by the integration of the additional force by the phantom molecules. 

The preliminary result showed that the thermal conductivity was about 200 ~ 600 W/mK but was 

strongly dependent on the nanotube length. The power-law behavior of thermal conductivity suggests 

the divergence for infinitely long system as discussed by Lepri et al. [129, 130]. 

 As the first step to connect the molecular dynamics simulation to the phonon concept 

approach, phonon density of states and phonon dispersion relations were extracted from the simulated 
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trajectories. The phonon density of states was measured as the power spectra of velocity fluctuations 

in Eq. (21.36).  

( ) )0()(exp)( ααα ωω vtvtidtD ∫ −=  (21.36) 

Here, α takes r, θ, z for each velocity component in the cylindrical coordinate. The calculated density 

of states is shown in Fig. 21.17 as the right hand side inserts of phonon dispersion relations. For this 

calculation, 8192 temporal data points saved every 5 fs were used. 

 The photon dispersion relations were also directly measured as the time-space 2-D Fourier 

transforms in Eq. (21.38) of the displacement vector r’(z, t) from the equilibrium position re(z); 

)(),(),(' ztztz errr −= . (21.37) 

∫ −= )exp(),('),(' tiikztzrdtkR ωω αα  (21.38) 

Here, k is the wave vector along z-axis. Position vectors r(z, t) of atoms in a line along the z-direction 

separated by ccaa −= 3  (ac-c: bond length) are used. In the case of Fig. 21.17, 128 data points in the 

z direction multiplied by 8192 temporal points were used. The phonon dispersion relation obtained 

from eigenvalues and eigenvectors of the dynamical matrix were made with the force-constant tensor 

scaled from 2 D graphite [131] as shown in Fig. 21.17(d) as the comparison.  

 

21.4.4 Thermal Boundary Resistance between a Carbon Nanotube and Surrounding Materials 

 

In addition to the thermal conductivity along an SWNT, heat transfer from a nanotube to the 

surrounding material is an important issue for practical applications using carbon nanotubes as 

electrical devices and composite materials. The heat transfer rate can be well expressed by the thermal 

boundary resistance, or the thermal conductance through the boundary. The thermal conductance of a 

nanotube junction, the heat transfer from an SWNT to other SWNTs, and the heat transfer from an 

SWNT to water are introduced here for examples [132]. In this chapter, interfacial thermal 
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conductance K is used. The thermal boundary resistance RT is simply calculated as RT = 1/K, where K 

is the thermal conductance. 

 

Thermal Conductance at an SWNT Junction 

 

A junction of nanotubes with different chiralities is shown in Fig. 21.18. In this case a (12, 

0) zigzag nanotube in the left-hand side and a (6, 6) armchair nanotube were smoothly connected 

using 5-membered and 7-membered rings at the junction. By applying different temperatures at each 

end, the temperature distribution was measured as in the bottom panel of Fig. 21.18. The temperature 

jump at the junction is clearly observed. This temperature jump can be modeled by assuming that 

there is a virtual boundary between two nanotubes with different structures. The thermal conductance 

at the virtual interface is defined as the heat transfer through the boundary, hence,  

 
TA

QhK
∆

=≡ . (21.39) 

The thermal conductance at the junction is calculated as 1.4×104 MW/m2K. Here, the cross-sectional 

area was defined as πbd [132]. 

 

Thermal Boundary Resistance of SWNT Bundles 

As the initial condition, a bundle of 7 SWNTs arrange as in Fig. 21.12 (b) with the length of 

5 nm were placed in a 5×6×6 nm simulation cell. The geometrical structure of the SWNT was the 

armchair type (5, 5) with 0.693 nm diameter. At the beginning of the computation, the whole system 

was kept at 300 K for 100 ps. Then, the temperature of the central SWNT was suddenly increased to 

400 K using the velocity scaling method for 10 ps. After that, all the temperature controls were turned 

off. Fig. 21.19(a) shows a time history of the temperature of the hot (central) tube and cold 

(surrounding) tubes. Here, the heat transfer from the central tube to surrounding tubes is clearly 
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observed. In order to examine this heat transfer, temperature differences between the central and 

surrounding tubes are drawn in Fig. 21.19(b). The monotonic decay of the temperature difference in 

Fig. 21.19(b) was well approximated by an exponential function; 

⎟
⎠
⎞

⎜
⎝
⎛−=−

τ
tTTT coldhot exp0 , (21.40) 

where T0 = 875 [K] and τ = 29.7 [ps]. 

If an SWNT is considered to be a solid material and heat transfer from the central tube to 

surrounding tubes is expressed by heat transfer coefficient or thermal conductance at the boundary, 

the lumped capacity method in Eq. (21.41) can be adopted since the characteristic length of an SWNT 

is extremely small. The diameter of SWNT is about 1 nm and the Biot number in Eq. (21.42) becomes 

extremely small.  
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λ
hLBi =  (21.42) 

The excellent agreement to an exponential fit by Eq. (21.40) in Fig. 21.19 is understood by the 

concept mentioned above. Comparing Eq. (21.40) with Eq. (21.41), the thermal conductance K was 

estimated. The thermal conductance between SWNTs in a bundle [132] was calculated to be about 15 

MW/m2K.  

 

Thermal Boundary Resistance between an SWNT and Water 

 

One (10, 10) SWNT with length 20.118 nm containing 192 water molecules were prepared 

in the 20.118×10×10 nm fully-periodic simulation cell in the similar configuration as in Fig. 21.14. At 

the initial stage of simulation, water molecules and the SWNT were equilibrated at temperature of 300 

K. Then, only the temperature of the SWNT was suddenly heated up to 400K. After applying the heat 



 38

for 1 ps, all temperature control was turned off. The interfacial thermal conductance is calculated to be 

8 MW/m2K using the lumped capacity method similarly to the case of SWNT bundle simulation 

[132]. 

Very recently, Huxtable et al. [133] reported nanotube-SDS interfacial thermal conductance 

as K = 12 MW/m2K by picosecond transient absorption experiments. Shenogin et al. [134] obtained K 

= 20 MW/m2K for octane-nanotube interface by their molecular dynamics simulations for long 

enough nanotubes. Furthermore, physical mechanism of thermal conductance is being explored 

through molecular dynamics simulations [135]. 
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Table 21.1 Parameters for Lennard-Jones potential for inert gas molecules. 

 

 σ [nm] ε [J] ε/kB [K] 

Ne 0.274 0.50×10-21 36.2  

Ar 0.340 1.67×10-21 121  

Kr 0.365 2.25×10-21 163  

Xe 0.398 3.20×10-21 232  
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Table 21.2 Reduced properties for Lennard-Jones system. 

 

Property  Reduced Form 

Length r* = r/σ 

Time t* = t/τ = t(ε/mσ2)1/2 

Temperature  T* = kBT/ε 

Force f* = fσ/ε 

Energy φ* = φ/ε 

Pressure  P* = Pσ3/ε 

Number density  N* = Nσ3 

Density  ρ* = σ3ρ/m 

Surface tension γ* = γσ2/ε 
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Table 21.3 Potential parameters for water. 

 

  SPC/E TIP4P 

rOH [nm] 0.100 0.095 72 

∠HOH [°] 109.47 104.52 

σOO [nm] 0.316 6 0.315 4 

εOO  ×10-21 [J] 1.079 7 1.077 2 

rOM 

qH
a 

[nm] 

[C] 

0 

0.423 8 e 

0.015 

0.52 e 

qM [C] -0.847 6 e -1.04 e 

aCharge of electron e = 1.60219×10-19 C 
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Table 21.4 Parameters for Tersoff potential and Brenner potential. 

 

 Tersoff (Si) Tersoff (C) Brenner (C) 

De [eV] 2.6660 5.1644 6.325 

Re [nm] 0.2295 0.1447 0.1315 

S  1.4316 1.5769 1.29 

β [nm-1] 14.656 19.640 1.5 

A 1.1000×10-6 1.5724×10-7 1.1304×10-2 

N 7.8734×10-1 7.2751×10-1 1 

δ 1/(2n) 1/(2n) 0.80469 

c 1.0039×105 3.8049×104 19 

d 1.6217×101 4.384 2.5 

h -5.9825×10-1 -5.7058×10-1 -1 

R [nm] 0.285 0.195 0.185 

D [nm] 0.015 0.015 0.015 
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Table 21.5 Calculation conditions of contact of Lennard-Jones fluid. 

 

 Droplet Bubble 

 ε*
SURF 

εINT 

[10-21J] 
θ [deg] 

εINT  

[10-21J] 
θ [deg] 

E0 0.73 0.228 - - - 

E1 1.29 0.404 135 - - 

E2 1.86 0.581 110 0.527 101 

E3 2.43 0.758 79 0.688 69 

E4 2.99 0.935 49 0.848 23 

E5 3.56 1.112 - 1.009 - 
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Figure 21.1.  Lennard-Jones (12-6) potential. 
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Figure 21.2.  Phase diagram of Lennard-Jones fluid based on the equation of state by 

Nicolas et al. 
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Figure 21.3.  Classical rigid models of water for 4-sites and 3-sites models, TIP4P, CC, 

SPC/E. 
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Figure 21.4. Density and tangential pressure distribution of a flat liquid-vapor interface 

(8000 argon molecules saturated at 99.5 K in 6×6×30 nm box). 
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Figure 21.5. A snapshot of a liquid droplet on solid surface compared with the 

two-dimensional density profile: 32000 Lennard-Jones molecules on a surface. 
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Figure 21.6. Dependence of contact angle on the integrated depth of surface potential. 

Inserted are two dimensional density distributions for droplets (a-c) and for bubbles (d,e). 
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Figure 21.7. A snapshot and 2-dimensional density profile of an equilibrium water 

droplet on a platinum surface at 350K. SPC/E water molecules were interacting with the 

harmonic platinum surface represented by 3 layers of (111) surface through the 

water-platinum potential proposed by Zhu-Philpott. 
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  (a) 500 ps   (b) 1000 ps   (c) 1500 ps 

 

Figure 21.8. Nucleation of liquid droplet on a solid surface. Only clusters larger than 5 

atoms are displayed for clarity. 
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Figure 21.9. Modification of free energy for a confined nano-bubble. 
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Figure 21.10. Snapshots of Solid Phase Epitaxy (SPE) growth of silicon crystal in (111) 

at 2100K. 
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Figure 21.11. Snapshots of the catalytic CVD growth process of the cap structure of an 

single-walled carbon nanotube. Gray circles represent nickel atoms. Carbon atoms are 

not shown for clarity. Gray arrows show a typical supply route of carbon atoms from 

expose metal surface. 
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Figure 21.12. Geometrical structure of carbon nanotubes. (a) Single-walled carbon 

nanotube (SWNT) with (10, 10) chirality. (b) A bundle of SWNTs. (c) Multi-walled 

carbon nanotube (MWNT). (d) Peapod: nanotube filled with fullerenes. 
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Figure 21.13. Physisorption of hydrogen in a bundle of single-walled carbon nanotubes at 

77K. (a) A snapshot, (b)(c) potential energy distribution. 
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Figure 21.14. Structure of a water cluster in a carbon nanotube. (512 water molecules in 

(20, 20) nanotube with 2.77 nm diameter). 
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Figure 21.15. Molecular dynamics simulation of heat conduction along a single-walled 

carbon nanotube. Temperature distribution along a nanotube with (5, 5) chirality and 202 

nm in length. 
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Figure 21.16. Dependence of thermal conductivity on length of nanotubes for 300K. 
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Figure 21.17. Phonon dispersion relation and photon density of states for 101 nm long (5, 

5) SWNT. Dispersion relations from r, θ and z components of displacement are shown in 

(a), (b) and (c) respectively. The phonon density of states calculated as power spectra of 

vr, vθ, vz are shown as the right hand side of each dispersion relation. (d) The dispersion 

relations solved from the dynamical matrix using the force-constant tensor scaled from 

those for 2D graphite. 
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Figure 21.18 Temperature jump and thermal boundary resistance at a junction of 

single-walled carbon nanotubes. 
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Figure 21.19 Measurement of the thermal boundary resistance between single-walled 

carbon nanotubes in a bundle. (a) Time histories of the temperature of hot (central) 

SWNT and cold (surrounding) SWNTs. (b) Time history of the temperature difference. 

 

 


