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Abstract 

A classical multi-body potential for transition metal carbide cluster is developed in the form 

of the bond-order type potential function. The parameter sets between carbon atoms and several 

transition metal atoms (Fe, Co and Ni) are constructed by fitting binding energies from Density 

Functional Theory (DFT) calculations. Using the potential function, clustering process of carbon 

atoms to a small metal cluster is studied by classical molecular dynamics (MD) simulation. The 

number of hexagonal rings in the Co cluster increases about twice as fast as in the Fe cluster. This 

implies that the graphitic lattice interacts more strongly with Co atoms than with Fe atoms. A Co 

cluster has a crystal structure where metal atoms are regularly allocated and embedded in the 

hexagonal carbon network in the simulation. In contrast, carbon atoms cover the entire surface in case 

of the Fe cluster. Additionally, the potential energy surface that a carbon atom feels from FCC metals 

is examined. The potential energy minima are distributed on the hexagonal network showing the FCC 

structure can be a template where a graphene is formed. 
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1. Introduction 

The formation mechanism of single-walled carbon nanotubes (SWNTs) [1] has been widely 

discussed since their discovery [2]. It is well known that catalytic metal atoms are essential to form 

SWNTs. Hence, understanding of the role of the catalytic metal atoms in the formation process is 

critical for future control of the diameter and chirality of SWNTs. 

In earlier stages, there were many models that considered the role of the catalyst to be active at 

the atomic level such as the ‘scooter model’ [3]. Recently, there has been a growing number of 

experimental [4-7] and numerical [7-12] works on models based on the carbon-saturated metal cluster 

or liquid as a seed for SWNTs. In these models, carbon atoms precipitate, nucleate the cap structure 

and form the SWNT from the carbon-saturated metal cluster or liquid. This process is often referred to 

as the vapor-liquid-solid (VLS) model [13], and the carbon-metal alloy phase diagram [14] is often 

used to explain the VLS model. From an experimental point of view, transmission electron 

microscopy (TEM) images support the above idea [4-7]. However, the discussion only from the static 

structure is not enough. Hence, a theoretical approach based on dynamics is essential for the 

discussion of the formation process of SWNTs. 

As a numerical approach, the molecular dynamics (MD) method gives us much information that 

cannot be seen in experimental approaches since it traces the motion of molecules directly. However, 

it is difficult to reproduce the entire formation process of SWNTs due to the computational limit. We 

have shown the numerical modeling of nucleation process of SWNTs from isolated carbon atoms and 

isolated metal atoms for the laser-furnace process [9] or from isolated carbon atoms and a transition 

metal cluster for the CCVD process [10] by classical MD simulations. In the latter simulation, the 

crystal structure of the transition metal atoms act as a template of hexagonal carbon network. On the 

other hand, Ding et al. [11] have shown a nucleation process focusing on the temperature gradient in 

the metal particle as a driving force of nucleation. Recently, Galli et al. [12] have discussed the initial 

nucleation process by an ab initio MD simulation. 

Another debatable issue is the catalytic ability of transition metals. It is well known that the 

yield of SWNTs strongly depends on the transition metal used [2], however, the critical reason is still 
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unknown. The potential functions for transition metal atoms have been developed; Morse [15,16], 

Johnson [17], Finnis-Sinclair [18], EAM [19] and so on. On the other hand, there is no reliable 

classical potential function between carbon and transition metals available to this date. In this letter, 

classical multi-body potential functions between carbon atoms and transition metal atoms, as well as 

among transition metal atoms, are constructed. Using these potential functions, interactions between 

carbon atoms and several transition metals in the nucleation process are studied  

 

2. Formulation of multi-body potential functions for classical MD simulations 

Our approach for understanding of formation process of SWNTs is to use the classical 

molecular dynamics method for large systems and long time scale simulation. As for metal atoms, we 

have constructed classical potential functions between carbon clusters and three metal atoms (La, Sc 

and Ni) to simulate the formation process of endohedral metallofullerenes [20]. Here, parameter sets 

for multi-body potential functions between carbon atoms and three transition metals (Fe, Co and Ni) 

are constructed. 

These functions have the covalent term based on a Brenner-type potential [21]; the parameters 

for three transition metals (Fe, Co and Ni) are constructed by fitting binding energies from Density 

Functional Theory (DFT) calculations to the following functions. Gaussian98 [22] is used for the 

following DFT calculation. Becke’s three-parameter exchange functional with Lee-Yang-Parr 

correlation functional (B3LYP) [23,24] is applied. The effective core potentials (LANL2DZ) [25] is 

used for basis set. 

Firstly, total energies of small symmetrical clusters MCn and Mn (M = Fe, Co, Ni; n = 1-4) with 

various bond lengths are calculated (Fig. 1); the bond length is changed with keeping symmetrical 

structure at 0.05 Å intervals from 1.8 to 3.5 Å for metal-carbon clusters and from 1.5 to 3.0 Å for 

metal clusters, respectively. Optimized structures of the small cluster of transition metals have 

Jahn-Teller distortions which are asymmetry [26]. However, angular effect is neglected in our model 

for simplicity because binding energy depends much on the coordination number compared with the 

bonding angle. Various spin states are calculated for each cluster (2S+1; 1,3,5 for Ni2, 13,5,7 for Co2, 
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1,3,5,7,9 for Ni3, Ni4, Fe2, 2,4,6,8 for Co3 and 1,3,5,7,9,11,13 for Co4, Fe3) and its envelopes are 

adopted. 

Next, total energies of an isolated carbon atom and of an isolated metal atom are calculated. For 

reducing the basis set superposition error (BSSE), dummy atoms are used for calculation of the energy 

of the isolated atom, i.e. all atoms except one are replaced with dummy atoms in the above small 

symmetrical clusters. As in the former process, bond lengths are changed symmetrically at 0.05 Å 

intervals from 1.8 to 3.5 Å for metal-carbon clusters with dummy atoms, and from 1.5 to 3.0 Å for 

metal clusters with dummy atoms. 

The binding energy is then obtained from the difference of the above two energies. The obtained 

potential energies are fitted to the following functions. 
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Here, r denotes the distance between a metal and a carbon atom or between two metal atoms. VR and 

VA are Morse-type repulsive and attractive terms, respectively. De and Re are the binding energy and 

equilibrium bond length, respectively. Potential parameters S, β, b and δ determine the shape of the 

potential functions. For metal-carbon multi-body potential functions, the multi-body effect is included 

using an additional term B*, which is expressed as a function of carbon coordination number of a 

metal atom NC. For metal-metal interactions, the binding energy De and the equilibrium bond length 

Re are expressed as direct functions of the metal coordination number NM instead of using the 

additional term B*. 
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The coordination number NC and NM are defined using the cut-off function f(r). Here, the effect of the 
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angle between bonds is ignored since it is much smaller than that of the coordination number. 
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Figure 2(a) shows the binding energies between metal atoms from DFT calculation and fitted potential 

functions from the metal cluster Mn (M = Fe, Co, Ni; n = 2-4). The steepest descent method is used 

for fitting. In addition to these binding energies De and equilibrium bond lengths Re, parameters of 

Morse Potential parameters[16] are used for the case of coordination number NC = 12 (Co, Ni) and NC 

= 8 (Fe) for fitting to equation (5) and (6), respectively. Figure 2(b) shows the binding energies 

between the carbon atom and the metal atom and fitted potential functions from the metal carbon 

cluster MCn (M = Fe, Co, Ni; n = 1-4). In the case of metal-carbon bonding, De, Re, β, b and δ are 

adjusted simultaneously for the error taking minima. The constructed parameters are listed in Table 1 

(metal-metal) and Table 2 (metal-carbon). 

 

3. Molecular dynamics simulation of the initial nucleation process of SWNTs 

Clustering of carbon atoms with a transition metal cluster is modelled by the classical MD 

simulation using the above potential functions. The simulation technique is the same as in our 

previous report [10]. That is, it is assumed that a carbon source such as methane, ethanol or CO 

decomposes only at the catalytic surface and the decomposition and supply of a carbon atom take 

place immediately. This reaction process is expressed using a standard 6-12 Lennard-Jones potential, 

with the parameters ε = 2.5 meV and σ = 3.37 Å, between intermolecular carbon atoms, and using 

Brenner potential [17] for the covalent bonding between intramolecular carbon atoms in the catalyst. 

In order to observe the growth process for a longer time scale within the computational limit, 
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the temperature and the density of carbon atoms in the system are much higher than in the experiment 

[6]. This is compensated for by a very rapid cooling technique [27] using the Berendsen thermostat 

[28]. Translational, rotational and vibrational temperatures of the cluster is independently controlled 

every 0.1 ps so that the difference between the control temperature and each individual temperature is 

reduced to 60%. The velocity Verlet method is employed to integrate the classical equation of motion 

with a time step of 0.5 fs. The actual simulation temperature does not correspond directly with that in 

the experimental study; however the relationship between these temperatures is examined in another 

paper [29]. 

We first prepare the initial transition metal clusters: Fe108, Co108 and Ni108 by annealing 

face-centered cubic (FCC) crystal structures for 2 ns at 2000 K. The diameters of the obtained clusters 

are roughly 1.3 nm. As the initial condition, 500 carbon atoms and one of the obtained transition metal 

clusters are randomly allocated in a cubic periodic cell of (20 nm) 3 (Fig. 3). The control temperature 

is set to 1500 K for subsequent simulations. 

Figure 4 shows snapshots of calculations at 150 ns for Fe108, Co108 and Ni108, respectively. In the 

first stage, carbon atoms attach to the exposed surface and are absorbed into the cluster in every case. 

However, the Co cluster has partially a (111) crystal structure where metal atoms are regularly 

allocated and embedded in the hexagonal carbon networks after saturation at about 5 ns. Furthermore, 

the graphite structures gradually precipitate from the edge of the Co cluster. This implies a strong 

interaction between the graphite lattice and the metal atoms. The Ni cluster has a similar (111) 

structure. However, there is no allocated region in the Fe cluster, where carbon atoms cover the entire 

surface of the cluster. In the scale of this cluster, it is difficult to conclude the phase (solid or liquid) of 

the cluster because the effect of the surface is dominating. 

Figure 5 shows a time series of the number of hexagonal and heptagonal rings in these clusters. 

The number of the hexagonal rings in the Co cluster increase about twice as fast as in the Fe cluster. 

This shows that the Co cluster has stronger graphitization action than the Fe cluster. This difference in 

graphitization action may reflect the ability to act as a catalyst in the formation process of SWNTs. 
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4. Potential energy fields made by FCC structure of transition metal atoms 

As shown in Fig. 6(a), a hexagonal carbon network was formed after 150 ns as if the Co(111) 

surface were a template. It seems the potential energy surface made by Co(111) affects the formation 

of the hexagonal carbon network. When the bond length between metal atoms in an FCC crystal is 2.5 

Å, the distance between centers of triangles made by the metal atoms in the FCC crystal is 

approximately 1.44 Å (Fig. 6(b)). This shows the FCC (111) structure can be a template from a 

geometrical standpoint. A recent TEM measurement [30] shows the {111} facet can be formed more 

easily on the Co particle in a SWNT nucleation point. That supports our simulation result, i.e. Co 

(111) surface works as a template for the hexagonal carbon network. 

Here, the potential energy field felt by a carbon atom from a Co FCC structure is examined using 

above potential functions. 48 Co atoms are allocated in an x-y periodical cell as shown in Fig. 7. A 

bond length between Co atoms is set to 2.5 Å. The potential energy is calculated from Equations 

(1)-(3), and (5)-(9), using the above parameter sets in Table 1 and 2. The field is calculated to a 

distance of 3 Å from the (111) surface. Figure 7 shows the obtained potential energy field. The black 

lines in the boundary face show contour lines with an interval of 1 eV. The white surface shows a 3D 

contour surface around the minimum energy, -11.5 eV. The contour surface is distributed on the 

hexagonal network as in Fig. 6(b). Hence, a carbon atom prefers to stay the apex of hexagon. 

Next, potential energy fields of three transition metals are compared using the above potential 

functions. Figure 8 shows potential fields made by FCC crystals of Fe, Co and Ni. As in Fig. 7, the 

black lines in the boundary face show contour lines with a 1eV interval. The white surface shows a 3D 

contour surface at -6.5 eV, which is the minimum energy for the Ni crystal case. Minimum energies 

for the Fe and the Co crystals are -10.0 eV and-11.5 eV, respectively. Therefore, the contour surfaces 

at -6.5 eV in the Fe and the Co system lie higher and wider than in the Ni system. This may result in 

the fact that Co has the strongest graphitization action among these three metals. In every case, the 

energy field exhibits local minima at the hexagon corners due to the geometry of the FCC structure. 

Therefore, carbon atoms tend to stay these regions. However, the stable structure of the small cluster 

is not straightforward. 
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5. Conclusion 

The parameter set for transition metal carbide cluster is developed in the form of the bond-order 

type potential function. Using the potential function, clustering process of carbon atoms is studied by 

the MD simulation. The simulations show the Co cluster has a (111) surface that works as a template 

for making hexagonal carbon networks. In contrast, carbon atoms cover the entire surface in the case 

of the Fe cluster. This implies that the graphitic lattice interacts more strongly with Co atoms than 

with Fe atoms. The difference in the graphitization ability may reflect a metal’s ability as a catalyst in 

the formation process of SWNTs. 

Furthermore, potential energy fields are compared using potential functions based on constructed 

parameter sets. The minimum points of the potential energy fields are distributed on the hexagonal 

network. This ensures that FCC(111) works as a template in the formation process of hexagonal 

carbon networks. Comparison with PES made by DFT calculation may be important in the next stage. 
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Figure Captions 

 

Fig. 1 Geometrical Structure of Mn and MCn clusters. 

 

Fig. 2 Fitted potential functions from the lowest ground state by B3LYP/LANL2DZ. Dots represent the 

binding energies from DFT calculations. Fitted line is determined from the steepest descent method. 

 (a) Fitted potential functions for metal-metal bonds 

 (b) Fitted potential functions for metal-carbon bonds 

 

Fig. 3 An initial condition for modelling of the CCVD process. Large spheres represent metal atoms and 

small ones represent carbon atoms. 500 carbon atoms and a metal cluster are allocated randomly in the 20 

nm periodic cubic cell. 

 

Fig. 4 Snapshots of the Fe108, Co108 and Ni108 clusters in the 150 ns calculation of the clustering process of 

carbon atoms. For clarity, carbon atoms are not shown. 

 

Fig. 5 Time series of the number of hexagonal and pentagonal rings in Fe108, Co108 and Ni108 clusters in the 

150 ns calculation of the clustering process. The number of the hexagonal rings in the Co cluster 
increase about twice as fast as in the Fe cluster. 
 
Fig. 6 Co108 cluster obtained after 150 ns calculation. Co atoms are regularly allocated and embedded 
in the hexagonal carbon network. 
 (a) The graphitic structure in the Co cluster after 150 ns calculation. 

 (b) Depiction of the hexagonal rings. 

 

Fig. 7 3D contour mapping of the potential energy field of an FCC crystal of Co atoms as felt by a carbon 

atom. Black lines on the boundary face represent contour lines with an interval of 1 eV. The white surface 

represents the contour surface at -11.5 eV. 

 

Fig. 8 Comparison of the 3D contour maps of the potential energy fields felt by a carbon atom from FCC 

crystals of Fe, Co and Ni atoms. Black lines on the boundary face represent contour lines with a 1 eV 

interval. The white surface represents the contour surface at -6.5 eV. 
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Table 1. Potential parameters for metal-metal interactions. 

 
 S β(1/Å) De1(eV) De2(eV) CD Re1(Å) Re2(Å) CR R1(Å) R2(Å)

Fe-Fe 1.3 1.2173 0.4155 0.8392 0.8730 2.627 0 - 2.7 3.2 
Co-Co 1.3 1.5552 0.4311 1.0230 0.6413 2.5087 0.1660 0.3770 2.7 3.2 
Ni-Ni 1.3 1.5700 0.4217 1.0144 0.8268 2.4934 0.1096 0.3734 2.7 3.2 

 

 

 

 

 

Table 2. Potential parameters for metal-carbon interactions. 

 
 De(eV) S β(1/Å) Re(Å) R1(Å) R2(Å) b δ 

Fe-C 3.3249 1.3 1.5284 1.7304 2.7 3.0 0.0656 -0.4279
Co-C 3.7507 1.3 1.3513 1.6978 2.7 3.0 0.0889 -0.6256
Ni-C 2.4673 1.3 1.8706 1.7628 2.7 3.0 0.0688 -0.5351
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(a) A graphitic structure in the Co cluster after 150 ns calculation 

 

1.44 Å2.5 Å

 

(b) Depiction of the hexagonal rings 
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